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ABSTRACT. We present the first algorithm for computing class groups and unit
groups of arbitrary number fields that provably runs in probabilistic subex-
ponential time, assuming the Extended Riemann Hypothesis (ERH). Previous
subexponential algorithms were either restricted to imaginary quadratic fields,
or relied on several heuristic assumptions that have long resisted rigorous anal-
ysis.

The heart of our method is a new general strategy to provably solve a
recurring computational problem in number theory (assuming ERH): given
an ideal class [a] of a number field K, sample an ideal b € [a] belonging to
a particular family of ideals (e.g., the family of smooth ideals, or near-prime
ideals). More precisely, let S be an arbitrary family of ideals, and Sp the
family of B-smooth ideals. We describe an efficient algorithm that samples
ideals b € [a] such that b € S+ Sp with probability proportional to the density
of & within the set of all ideals.

The case where S is the set of prime ideals yields the family S - Sp of
near-prime ideals, of particular interest in that it constitutes a dense family
of efficiently factorable ideals. The case of smooth ideals S = Sp regularly
comes up in index-calculus algorithms (notably to compute class groups and
unit groups), where it has long constituted a theoretical obstacle overcome
only by heuristic arguments.
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1. INTRODUCTION

Many number theoretic algorithms resort to heuristic assumptions for their analy-
sis. This issue concerns even the most fundamental problems of the field, such as
the computation of class groups in subexponential time. This persistent need for
heuristic assumptions often stems from a step of this form: given an ideal class [q]
of a number field K, find a representative b € [a] belonging to a particular family
S of ideals (for instance, the family of smooth ideals). It is relatively simple to
design an algorithm for this task: sample a random representative b € [a], and
hope that it belongs to the desired family S. One then heuristically argues that
the probability that b € S should be proportional to the density of S. For instance,
the subexponential density of smooth ideals heuristically implies that one can find
smooth representatives in subexponential time. This is the heart of state-of-the-art
algorithms to compute class groups, unit groups, or generators of principal ideals in
number fields [10, 17, 51], and has long constituted a theoretical obstacle overcome
only by heuristic arguments (with the exception of quadratic fields [38]).

In the first part of this paper, we propose a general strategy to solve these ideal
sampling tasks rigorously and efficiently, assuming only the extended Riemann
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hypothesis (henceforth, ERH). In the second part, we apply this new technique to
present the first algorithm for computing class groups and unit groups of arbitrary
number fields that provably runs in probabilistic subexponential time. These two
parts of the paper can be read essentially independently.

Part 3 consists of roughly two subjects: an slightly extended analysis and an
application of a known provable variant of the BKZ algorithm for ideal lattices
[39], which is used in Part 1 for lattice basis reduction; and an extended analysis
of the algorithm of Buchmann, Pohst and Kessler [19, 18] which is required for
the post-processing part in the class group and unit group computation in Part 2.
These extra analyses are necessary to apply these known results to the specific
use-cases of the present work.

Main result of Part 1: sampling ideals. Let S be an arbitrary family of
ideals, and Sp the family of B-smooth ideals (i.e., products of prime ideals of norm
at most B). In the first part of the paper, we describe an efficient algorithm that
samples b € [a] such that b € & - Sp with probability proportional to the density
of §. The set Sg is used to randomize the input, and B can be chosen as small as
(log |Ak|)°M, where A is the discriminant of the field K. This result is formalized
in Theorem 9.5, page 47, and allows to work with arbitrary ray class groups, and
to restrict Sp to ideals whose prime factors fall in a prescribed subgroup.

For concreteness, Theorem 1.1 below is a specialization of Theorem 9.5 to the
simplest case, without ray nor subgroups. Here, ds[r"] is the local density of S
(Definition 2.11), i.e., the proportion of ideals of norm about r™ that belong to S.

Theorem 1.1 (ERH). Assuming ERH, there is a randomized algorithm A such
that the following holds. Let K be a number field, with degree n, discriminant Ay,
and let an LLL-reduced basis of the ring of integers Ok be given. Let a C Ok be
an integral ideal. Let e € Rwg, let b > 2 be an integer, and let 7 > 48 - b2"/b . n7/2.

Given the above data, the algorithm A outputs 3 € a such that (8)-a=! € S-Sp
with probability at least 0s[r™]/3 — e, for some smoothness bound B = (log|Ak| +
loglog(1/))°M) and for any set S of integral ideals. Furthermore, the algorithm
runs in expected polynomial time in log |Ak/|, in log(N(a)), in log(1/e), in b®, and
in the length of the input.

Remark 1.2. Note that the algorithm is described in a slightly different way than
the above discussion: given a, we find 8 € a such that fa~t € S-Sg. The ideal
Ba~! is in the inverse class of a, so up to an inversion, this problem is equivalent
to the ideal sampling problem discussed above.

Technique. The folklore strategy to solve ideal sampling tasks is the following. The
input ideal a can be seen as a lattice, via the Minkowski embedding. One may find
a reasonably short basis of a (for instance, by means of LLL [52]), which then allows
one to repeatedly sample reasonably short random elements S € a, until the ideal
b = Ba~! belongs to the desired family S. One then typically argues (heuristically!)
that the probability of success is proportional to the density of S.

To obtain a rigorous sampling algorithm, we proceed in two steps. First, we prove
that a fairly straightforward strategy as above indeed has the desired probability of
success when the input a is treated as a random ideal lattice with uniformly random
Arakelov class. More precisely, we prove in Theorem 7.1 that there is a reasonably
small box B (in the embedding space) such that the expected density (over the
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randomness of a) of elements 3 € aN B such that Ba~! € S is proportional to the
density of S.

Second, we deal with arbitrary input a by randomizing its Arakelov class via a
generalization of the random walks introduced in [14]. Concretely, the input a is
multiplied by random ideals of small prime norm (the discrete part of the random
walk), and is randomly distorted according to some Gaussian distribution (the
continuous part of the random walk). We prove in Corollary 6.5 that the result is
close to uniformly distributed in the Arakelov ray class group. The discrete part of
the random walk introduces small prime factors, hence our method samples ideals
in § - Sp instead of S. In all applications we are aware of, S = S - Sg.

Main result of Part 2: computing class groups and unit groups. The case
of smooth ideals S = Sp regularly comes up in index-calculus algorithms, such as
the aforementioned algorithms for computing class groups or unit groups. In these
cases, this sampling task is not the only source of heuristics, so significantly more
work is required to obtain a rigorous algorithm. This is the object of the second
part of the article.

Let K be a number field of degree n and discriminant Ax. The determination
of the structure of its class group CI(K), together with a system of fundamental
units, is one of the main problems of computational number theory [22, p. 217]. Tt
has long been believed that this task can be solved in probabilistic subexponential
time. Such algorithms have been described and analyzed under a variety of heuristic
assumptions [17, 10]. Despite decades of investigation, only imaginary quadratic
fields have been amenable to a rigorous analysis [38], assuming ERH. The history
of class group computation is discussed in further detail in Section 12.2. In Part 2
of this paper, we present the first general algorithm for this problem that provably
runs in probabilistic subexponential time, assuming ERH. We use the classical L-
notation

Ly(a,c) = exp ((c+ o(1))(log z)*(loglog z)' ~®)
and L,(«a) = Ly(a,0(1)). We prove the following theorem.

Theorem 1.3 (ERH). There is a probabilistic algorithm which, on input a number
field K of degree n and discriminant Ax and an LLL-reduced basis of its ring of
integers, computes its ideal class group and a compact representation of a funda-
mental system of units, and runs in expected time polynomial in the length of the
input, in Lia,|(1/2), in Ly (2/3), and in min(px, La(2/340(1))), where pg is
the residue at 1 of the Dedekind zeta function (.

It has been conjectured since Buchmann’s 1988 heuristic algorithm [17] that this
problem can be solved in subexponential time Lja,|(1/2) for any family of fields
of fixed degree. Theorem 1.3, together with the upper bound px = (log \AKDO(")
(see Equation (5) below), implies this conjecture, assuming ERH.

Then, it was conjectured by Biasse and Fieker’s 2014 algorithm [10] that this
problem can be solved in subexponential time even for varying degree. Again,
Theorem 1.3 implies this conjecture, assuming ERH. However, Biasse and Fieker
conjectured a complexity as in Theorem 1.3 where the quantity pg is replaced with
L,»(2/3). In our analysis, the quantity prx arises from the best known estimates
on the density of bounded smooth ideals. It seems px should appear in the same
way in the heuristic complexity of [10], unless one expects a better bound on the
density of smooth ideals.



RIGOROUS METHODS FOR COMPUTATIONAL NUMBER THEORY 5

Computing S-units. While we stated our main result as an algorithm for computing
units and class groups in Theorem 1.3, our algorithm actually does slightly more
than that: it computes the so-called Log-S-unit lattice for any set S of prime ideals.
It is well known that such an algorithm for S-units can be used to compute the
class group and the unit group. Combined with Theorem 17.7, which allows to
decompose any integral ideal as a product of prime ideals in a sufficiently large set
S, this can also be used to solve other algorithmic problems, such as the principal
ideal problem, or the class group discrete logarithm problem.

Main results of Part 3: Detailed analyses of provable lattice techniques.
Part 3 consists of an extended analysis of two already known results in lattice theory;
namely the existence of a BKZ-algorithm variant [39] that has a provable running
time, and the existence of an LLL-algorithm variant (called the Buchmann-Pohst-
Kessler algorithm [19, 18]) that has a relatively well numerical stability, so that it
can be used on ‘approximated’ bases. The extended analysis consists, in the case
of the BKZ-algorithm, mainly of making explicit the techniques described in [39,
Section 3, ‘Cost of BKZ”] and applying this BKZ-variant to ideal lattices. In the
case of the Buchmann-Pohst-Kessler algorithm [19, 18], the present work required
an extended analysis because in our use-case (in contrast to theirs) some lattice
invariants like the rank and the determinant are unknown, thus requiring a slight
extension to their algorithm.

The BKZ-variant a with provable running time is used in Part 1 for lattice basis
reduction of ideal lattices, and the extended algorithm of Buchmann, Pohst and
Kessler is required for the post-processing part in the class group and unit group
computation in Part 2. Note that both of these algorithms being non-heuristic and
having a provable running time is essential for the main results of the present work:
a rigorous analysis of a common number-theoretic technique (Part 1) and a rigorous
algorithm for computing the unit group and the class group that has a provable
upper bound on the run time (Part 2).

Further applications. Sampling smooth ideals is a task that regularly arises in
computational number theory. In Part 2, we focus on the problem of class group and
unit group computation, but it is more generally a common component of index-
calculus algorithms, like the general number field sieve for integer factorization or
the computation of discrete logarithms in finite fields. We do not investigate this
direction further in the present paper.

Applying the method of Part 1 to the case where S is the set of prime ideals
allows one to sample in the family S - Sp of near-prime ideals, of particular interest
in that it constitutes a dense family of efficiently factorable ideals. Therefore, our
sampling method provides a rigorous way to transform any ideal a into an equivalent
ideal b of known factorization. Obtaining such factorable ideals (or elements) is a
key step in algorithms to compute power residue symbols. Specifically, it allows to
perform the ‘principalization step’ in [16, §5.2] efficiently. The first author of the
present article has developed this idea in his PhD dissertation [12], applying the
main result of Part 1 to construct the first polynomial time algorithm to compute
power residue symbols.

Related work. The aforementioned difficulties of ideal sampling and class group
computation have already been overcome in the special case of imaginary quadratic
number fields. Building on a result of Seysen [70], Hafner and McCurley [38] gave
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a provable algorithm for computing class groups and unit groups of imaginary
quadratic fields, assuming ERH. This case distinguishes itself by the finiteness of
the unit group and the existence of reduced representatives of ideal classes. This
algorithm exploits random walks in the class group to find B-smooth principal
ideals. The idea of performing a random walk in the class group was reused in the
algorithms of Buchmann [17] and Biasse and Fieker [10], in a heuristic way. Rather
than random walks in class groups, our method exploits the much richer Arakelov
(ray) class groups. Random walks in Arakelov class groups were first studied in [14]
to prove the random self-reducibility of computational problems in ideal lattices.
Their technique to study the convergence of these walks plays a key role in the
present paper. We note that Schoof [69] rephrased Buchmann’s algorithm in terms
of Arakelov theory, and we borrow from his formalism.

2. PRELIMINARIES

2.1. Notation. We denote by N, Z, Q, R, C the natural numbers, the integers, the
rationals, the real numbers, and the complex numbers respectively. The notation
log refers to logarithms in base e, whereas the notation log, denotes logarithms
in base 2. For finite sets X we denote by |X| the number of elements in X. For
infinite sets X with a well-defined volume, we use both notations Vol(X) = |X| for
the volume of X. The transpose of a matrix M is denoted by M T. For a ring R,
we write R* the set of invertible elements of R, and R* := R\ {0}.

We use the classic big O and ) asymptotic notations, and all hidden constants
are absolute (in particular, they never depend on the choice of a field K). We also
use the notation f = poly(g) as a synonym for f = g®1). We use the notation O,
to signify that the hidden constants depend on . As already mentioned, to denote
the running time of subexponential algorithms, we use the asymptotic L-notation

Ly(a,¢) = exp ((c + o(1))(log z)* (log log :E)lfo‘) ,
where the o(1) is asymptotic in = (and does not depend on other parameters). We
also write Ly (a) = Ly (o, O(1)).

For a real vector space V' C R™, we consider the Euclidean norm || - ||, and the
infinity-norm | - ||ooc. We sometimes write || - || for || - || to emphasize the type
of norm. We will occasionally use the notation B = By and By, for the unit ball
with respect to the Euclidean and infinity norm respectively. In particular, the
Euclidean ball of radius r in V is typically denoted

rB={veV]||v|<r}

The vector space V is either clear from context or explicitly mentioned when intro-
ducing B or B.

2.2. The Extended Riemann Hypothesis. All statements that mention (ERH),
such as Theorem 1.1, assume the Ezxtended Riemann Hypothesis, which refers to the
Riemann Hypothesis for Hecke L-functions (see [44, §5.7]).

2.3. Euclidean lattices. A lattice A is a discrete subgroup of a real vector space
V =R™. We write spang(A) the real vector subspace of V' spanned by the vectors
of A. The rank of the lattice is the dimension of spang(A), and we say the lattice
is full-rank if spang(A) = V. A lattice (of rank n) can be represented by a basis
B = (by,--,by) such that A = {}_, z;b;, x; € Z}. For a given basis B € R"™*"
we denote by £(B) the lattice spanned by the columns of this basis.
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Geometric invariants. The covolume of A, denoted by Vol(A), is the volume of the
quotient spang (A)/A. If B € R™*™ is a basis of A (with column vectors), then the
covolume of A is equal to Vol(A) = /det(BTB). This quantity is also the volume
of any fundamental domain of the lattice. One such domain is of special interest:
the Voronoi cell.

Definition 2.1. Let A CV be a full-rank lattice. We denote by
Vo(A) ={x eV | |x|| <|x—¢| for all £ € A}

the Voronoi cell of A around zero. It is a fundamental domain for the lattice A (up
to a set of ‘faces’ of measure zero), thus has volume Vol(A).

The i-th successive minimum of A is denoted by \;(A). More precisely, each
Ai(A) is the smallest real number such that there exist at least ¢ linearly independent
vectors of euclidean norm at most A;(A) in A. We call A;(A) the first minimum,
and A, (A) the last minimum (where n is the rank of the lattice). The covering
radius cov(A) is the smallest > 0 such that for any element x € spang(A) there
exists a lattice point at distance at most r from x. The analogous notions with
respect to the maximum norm || - ||o instead of the Euclidean norm are denoted by
A (A) and covao(A).

The following notion, the generating radius o(A), is closely related to A, (A) and
cov(A), but not as standard.

Definition 2.2 (Generating radius). For a lattice A, the generating radius g(A)
is the smallest real number such that the set of all vectors of A of euclidean norm
< o(A) generates the lattice A (as a Z-module). In other words,

o(A) = min (7‘ >0|{x € A||x]| <r} generates A).

Lemma 2.3. For any lattice A, we have
Mn(8) < 0(A) < 2+ cov(A) < VA An(A).

Proof. The left-most inequality follows from the very definitions of A, (A) and o(A),
and the right-most inequality can be found in [54, Theorem 7.9]. We prove the
middle inequality by using the concept of Voronoi-relevant vectors of the lattice
A. The Voronoi cell Vy(A) of L contains all vectors of spang(A) that are closer
or equally close to 0 than to any other lattice point (see Definition 2.1). We
know (e.g., [54, Proposition 8.4]) that Vy(A) is compact and convex and that
Volgpan, (A)(Vo(A)) = Vol(A). From the definition of the Voronoi cell and of the
covering radius of A, we also know that all x € Vy(A) satisfy ||x|| < cov(A) (see
also [54, Proposition 8.4]).

The Voronoi-relevant vectors of A are the vectors Sy, = {v € A|3Ix € Vy(A), ||x]|
|lx—v||}; these are the vectors defining the facets of the Voronoi cell. From the defi-
nition of these vectors, it holds that Vy(A) = {x € spang(A) |Vv € Sy, x| < ||x—
v||}. Moreover, since ||x|| < cov(A) for all x € Vy(A), we have that ||v] < 2cov(A)
for all Voronoi-relevant vectors v. We will show that Sy, generates the lattice A,
which will conclude the proof.

Let A’ be the lattice generated by the vectors in Sy,. We know that A’ C A and
that A’ has rank n (since spang(A’) = spang(Vo(A)) = spang(A)). Moreover, since
Sy, € A'; we know that Vo(A") C {x € spang(A)|Vv € Sy, ||x|| < [|x —V|} =
Vo(A). From this we conclude that Vol(A’) < Vol(A) and so A’ = A as desired. O
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The next two results regarding counting lattice points in sets, Lemma 2.4 and
Lemma 2.8, are folklore. We include proofs for completeness, as they play an
important role in the article.

Estimation on the average number of lattice points in a measurable volume.

Lemma 2.4. Let V' be a Euclidean vector space and let A C 'V be a full rank lattice.
Let S CV be a measurable set, and let ¢ € V/A be chosen uniformly. Then

CJ%/AH(A +¢) N S|] = Vol(S)/ Vol(A).

Proof. By integrating the measurable indicator set 1g, and choosing a fundamental
domain F' of V//A (which has volume Vol(A)), we obtain

1 1 _ Vol(S)
o B llA+ensll = o CGF@%IS (e+0)de = o /v€V Ls(vV)dv = Ty
O

Estimation on the number of lattice points in a convexr measurable volume. For the
ideal sampling algorithm (Algorithm 2) we need to efficiently sample in a shifted
box (see Section 8). Lemma 2.8, which shares some similarities with [64, §4.2],
provides means to estimate the number of lattice elements in such a box. This
estimate is essential in the proof in Section 8. To prepare for the proof of this
lemma, we will need some facts on Minkowski sums of sets.

Definition 2.5. Let V' be a FEuclidean vector space. For two sets X, Y C V, we
define the Minkowski sum X BY as follows.

XBY ={x+y|xeX,yeY}.
For c € Ry we denote by cX the set
cX ={c-x|xeX}

Lemma 2.6. Let V' be a Fuclidean vector space and let r,s > 0 and let X CV be
a convex volume. Then

(rX)HB(sX)=(r+s)X.
Proof. We start with inclusion to the right. Suppose y € (rX) H (sX), i.e,, y =

rx + sx’ where x,x" € X. Then - = %‘1", € X, since it is a weighted average
of two points in X and X is convex. Soy € (r + s)X. Inclusion to the left holds
because y € (r + s)X means that y = (r + s)x = rx + sx € (rX) B (s X). O

Lemma 2.7. Let V be a Euclidean vector space, let r > 0, let X, Y C V be sets
and let S CV be a symmetric set, i.e., x € S < —x € 5. Then

(XBESNY C[XN(YES)BS.

Proof. Suppose x+s =y € (XBS)NY. Thenx=y—-s € XN (YHS), so
y=x+sec[XN(YBS)BS. O

Lemma 2.8. Let V be a n-dimensional Fuclidean vector space, let A C V be a
full-rank lattice, let X CV be a conver measurable volume for which Vy C ¢X for
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some ¢ € Rsq, where Vg is the Voronoi cell of A (see Definition 2.1). Then, for all
t,t' €V and all v > 2¢,

r"™ - Vol(X)

Vol(A)
where r(X +t') = {r-(x +t') | x € X} is the scaling of the (translated) set X +t’
by r € Rsg.

[(A+t) Nr(X )] € [e2me/m, e2ne/7]

Proof. As [(A+t)N(rX +rt’)| = |(A +t —rt’) N rX|, we just assume, without
loss of generality, that t' = 0. Note that Vy C ¢X, and that X is convex. So, by
Lemma 2.6, we have (rX)BVy C (rX)B(cX) = (r+¢)X. Similarly, (r—c¢) X8V, C
rX. Therefore

[(A+t)NrX] BV C (r+c)X. 1)

Note that Vy is symmetric and (A +t) BV = V, the whole vector space. So, by
Lemma 2.7 and (r — )X BV C rX,

(r—=oX=[A+t)BWN{r-cX (2)
ClA+E)N((r—c) X EHV)]BEW C[(A+t)NrX]|BYV, (3)

By Equations (1) and (3) and the fact that Vy is a fundamental domain of A with
volume Vol(A), we obtain

(r—c¢)"Vol(X) <|(A+t)NrX]| - Vol(A) < (r +¢)" Vol(X).

Dividing by Vol(A) and using the estimate e=2"%/" < (1 — ¢/r)™ < (14 ¢/r)" <
e?¢/T (note that r > 2c) we arrive at the final claim. O

2.4. Number fields. Throughout this paper, we consider a number field K of
rank n over Q, having ring of integers Ok, discriminant Ak, regulator R, class
number hg and group of roots of unity pux. Additionally, we consider a modulus:
a formal product m = mgom,,, where mg C Ok is an integral ideal and m., is a
formal product of infinite places (see more details below). We know by Minkowski’s
theorem [56, pp. 261-264] that' log |Ax| > log(7/2)n > 0.4n for n > 2.

The number field K has n field embeddings into C, which are divided in ng real
embeddings and nc conjugate pairs of complex embeddings, with n = ng + 2n¢.
These embeddings combined yield the so-called Minkowski embedding

K—KpC @ C
o K—C
ar— (o(a))eg,
1'0-:%}.

Kgr = {x € @ C
o: K—C
Here, ¢ equals the conjugate embedding of o whenever o is a complex embedding
and it is just o itself whenever it is a real embedding. We index the components
of the vectors in Kg by the embeddings of K, i.e., we write z = (z,), € Kg.
Embeddings up to conjugation are called infinite places, denoted by v. With any
embedding ¢ we denote by v, the associated place; and for any place we choose a
fixed embedding o,. We will sometimes write o | ms to mean that the associated

where

We have |Ag| > (%)nnzn/(n!)2 > (%)n for n > 2, since n?"/(n!)2 > 2™ for n > 2.
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place v, divides my,. For any radius r € Rsg we write rBy = {(25)s € Kr | |25]| <
r for all o}, if it is clear from the context that Kp is the vector space at hand.

Ideals. The group of fractional ideals of K is denoted by Zx. Fractional ideals are
denoted by a, b, ..., and the symbols p,q are generally reserved for integral prime
ideals of Ok. Any a € Tk factors uniquely as a product of prime ideals (with
possibly negative exponents), and we denote by ord,(a) the exponent of p in the
factorization of a; by extension, for any elements o € K* we define ord, (o) =
ordy(a) for a = () the principal ideal generated by «. Two fractional ideals a,b
are said to be coprime if their unique decomposition into a product of prime ideals
(with possibly negative coefficients) do not share any prime ideals. The algebraic
norm of a fractional ideal a or an element a € K is denoted N(a) and N (a),
respectively. When a = (), we have N (a) = | N (a)].

The class number formula. Let hg be the class number of K, Ry be its regulator
and pg be its group of roots of unity. Let also (x be the Dedekind zeta function
of K, and pg be its residue at 1. The class number formula [58, VII.§5, Cor 5.11]
states that

. 2. (2m)™ - Ry - h

pr = lim (s — 1)(x(s) = (2m) KK (4)

sl IOSERVAIANY
The Dedekind residue py € Rsq is bounded above® [53]: for n = [K : Q] > 1, we
have

(o) < (1~ 1) tog ( GEIZED) < tog o)

It can be approximated in polynomial time up to some factor [5], and so can the
related quantity Ry - hx. More precisely, we have the following proposition.

Proposition 2.9 (ERH). There exists a polynomial time algorithm (in log |Ak|)
that takes as input any number field K, and an LLL-reduced basis of its ring of
integers Ok, and outputs py € Q and ng € Q such that

po €135 pk
7706[474}'RK'hK-

[[SSArN|
[N

Density of ideals. In this article, we consider families of ideals, like smooth ideals or
prime ideals. Given a specifically randomly generated ideal, we want to estimate the
probability that it belongs to a given family. The notion of local density provides a
certain approximation of this probability, for uniformly random ideals of bounded
norm.
Definition 2.10. For any set of ideals S, we define S(t) = {b € S | N(b) < t}.
Definition 2.11 (Local density of an ideal set). Let x > 0 a positive real number,
and let S be a set of integral ideals of K. We define the local density of S at x as
S(t besS <t
el — i SO HeeSIN@ <y
tefz/enz] pr - T tefz/em,x] PK -t
where pg = limg_1(s — 1)Cx (s) (see Equation (4)).

2We use here that log(ex/2) < z for all # > 0 and the fact that log(|Ag|)/(n — 1) > 0 for
n > 2.
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Note that the local density tends to the (asymptotic) ‘natural density’ of S as
x — oo, since |[{a C Ok | N(a) < t}| ~ px -t [60, §9.5]. However, this notion
of natural density is not fine enough as it is simply 0 for families of interest like
smooth ideals or prime ideals.

Ray. The group of fractional ideals coprime with the finite part my of the modulus
m is denoted by Z¢. We denote by

K™! = (a0 € Ok | a =1 mod my and o(a) > 0 for all real o | m,)

the ray modulo m, a multiplicative subgroup of K*. Here, the notation (-) means
that K™! is multiplicatively generated by the elements o € O satisfying o =
1 mod mg and o(a)) > 0 for all real o | ms, which also includes fractions.

The ideal ray class group Cli modulo m is defined as the quotient of Z by
the subgroup Princl = {(a) € Z® | « € K™!}. One retrieves the (ordinary)
ideal class group by taking an empty modulus m = O, for which K™! = K*.
We also define K™ = (o € Ok | (o) + myg = Ok), the multiplicative subgroup
of K* generated by elements coprime to my. Note that K™! C K™ and that
K™ = K* if mg = Og. The number of real places v | ms is denoted by |mg|.
We denote N (m) = N (my) - 2I™=l. We will also use the generalized Euler totient
B(mg) = |K™0 /K™l which equals |(Of/mg)*| for mg € Ok and equals 1 for
my = OK.

We denote K=~ = {(z,)s € Kr | z, > 0 for real 0 | my} for the ‘positive
part’ of Kg with respect to the modulus m. For any 7 € K™, we denote 7Kg= =
{(zs)s € Kr | ©5/0(7) > 0 for real o | muo}, which is the part of Ky that has the
same sign as 7 at the real embeddings o | M.

2.5. Ideal lattices. Ideals can be viewed as lattices in the real vector space Kg,
where Kg has its (Euclidean or maximum) norm inherited from the complex vector
space it lives in. Explicitly, the Euclidean and maximum norm of € K are
respectively defined by the rules [|a||* = Y _ |o(a)]* and |afe = max, |o(a)],
where o ranges over all embeddings K — C.

For any ideal a of K, we define the associated lattice a C Kg to be the image
of a C K under the Minkowski embedding, which is clearly a discrete additive
subgroup of Kg. Abusing notation, we denote both the ideal and the associated
lattice with the same symbol a. In particular, Ok is a lattice. Note that we have
Vol(a) = /|Ax|N(a) for ideals a € Zx. The notion of ideal lattices extends to a
larger family of lattices in K as follows.

Definition 2.12 (Ideal lattices). Let K be a number field with ring of integers Ok .
An ideal lattice of K is a lattice in Kr of the form xa where x € K is invertible
and a is a fractional ideal of K. We denote the group of ideal lattices by IdLatk .

The set of ideal lattices is a group with product (za)(yb) = (xy)(ab), inverse
z ta~! and unit Og.

Bounds on invariants of ideal lattices. Denote I'(A) = A\, (A)/A1(A), and define, for
a fixed number field K:

k= sup T'(za) (6)
zaeldLat g

We have the following bounds.
Lemma 2.13. For any ideal lattice xa € IdLatg,
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(i) M\(za) > /n- N(za)t/m.

(i1) M(OK)/v/n < Tk < AX(Ok) < |Ag[Vm.
(iii) For cyclotomic number fields K, T = 1.
(iv) An(za) < /n-Tk - Vol(za)t/m.

(v) coveo(za) < cov(za) < n/2-Tk - Vol(za)/™.

Proof. The first item follows from the fact that for any non-zero element z € za,
it holds that AV(za) < |N(2)| and that |N(2)[*™ < L. z||2 by the inequality
of arithmetic and geometric means, applied to the (|o(2)|?)s. Applying this to a
z reaching \;(za) yields A\i(wa) > /n| N (2)[}/"™ > /n N (za)'/". For the second
item, the inequality A, (Ok)/v/n < I'k follows from the definition of I'(Ok) and
the fact that A\1(Og) = v/n (using that \;(Ok) > /n by the first item and that
this lower bound is reached by 1 € Ok). To obtain the bound I'x < A2°(Of), pick
an arbitrary ideal lattice za € IdLatx and choose a shortest element za € za with
a € a € Tx. That means ||za|| = A1(za). Then za D x - («), and therefore,

An(za) < Az aOk) < |lzal - A0 (Ok) < A(za) - Aol (Ok). (7)

The bound A®(Ok) < |Ag|'/™ is obtained from [8, Theorem 3.1] and is tailored
to our purposes in Theorem A.3.1. Part (iii) follows from part (ii) and the fact
that ||C]] = ||1]| for roots of unity ¢ € K. Part (iv) is essentially Minkowski’s bound
A1 (za) < y/nVol(za)'/™ combined with the definition of I'x. Finally, the last item
follows from the fact that cov(A) < /n/2- A, (A) [54, Theorem 7.9]. O

2.6. Representation of elements and ideals. We assume throughout this paper
that the number field K is represented by a monic irreducible polynomial f € Z[x]
satisfying size(f) := >, logy |fi| < poly(log |Ak|). This restriction is very mild,
indeed we can prove that such a polynomial always exists (see Appendix A.4)
and there are heuristic polynomial time algorithms computing such polynomials,

e.g., [24, 35].
Additionally, we assume throughout this paper that we know an LLL-reduced
basis (b1, -+ ,b,) of the ring of integers O of K. Such a basis has vectors (rep-

resented as polynomials in Q[z]/(f(z))) whose size is polynomially bounded® in
log |Ak|. Note that such a basis can be computed in unconditional, probabilistic
subexponential time in size(f) (by factoring disc(f) with [65], computing a basis of
Og with [20, Theorem 1.4], and reducing it with the LLL algorithm [52]).

For the main result of Part 1 such a basis is not required per se (see the discussion
in Section 9.5), as any sub-order of Ok would suffice as well. This choice for a basis
of the ring of integers is done purely because it simplifies the description and analysis
of this main result.

3Let 6 denote the class of = in Q[z]/(f(x)), and write b; = > ;,;097 ! for the elements
of the LLL-reduced basis of Og (with ¢; ; € Q). Let B € C™*™ be the matrix whose columns
correspond to the Minkowski embedding of the b;’s, and T be the one corresponding to the 7~ 1’s,
Then (q;,5)i,; = T~!.B. By LLL reducedness of the b;’s, it holds that the log of the coefficients
of B are polynomially bounded in log |Af|. The coefficients of T~! correspond to the coefficients
of the Lagrange polynomials associated to the roots of f, so their logarithm is also polynomially
bounded in size(f) = poly(log|Ak]|) (using e.g., Mignotte’s root separation lower bound and
Cauchy’s upper bound on the roots). Hence, we conclude that |log(g; ;)| < poly(log |Ak]).

It remains to prove that the denominators of the g; are bounded. As the integral basis
(1,6,...,6m1) has discriminant A(f), any denominator of ¢; must divide A(f)/Ax (since 8
is integral). Since the size of A(f) is bounded by poly(log |Ak|) (per assumption), any denomi-
nator of g; must so, too.
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All elements and ideals in K can then be represented by vectors and bases with
rational coefficients, by using this basis of Ok as a coordinate system; which we do
in this paper.

The size size(k) of a number k € Z is defined to be log, |k| and is extended to
rationals ¢ as size(a) + size(b) for reduced fractions §. The size of a Q-vector is
just the sum of the sizes of its entries, which allows to define the size of an element
a € K as the size of the rational vector representing « in the basis of Og. The size
of a matrix M, defining an ideal a is defined as the sum of the sizes of the matrix
entries.

Basic operations, such as addition, multiplication, inversion and approximate
computation of a complex embedding of elements in K, are all polynomial in
log |A k| and the (just defined) size of the elements involved.

Elements x = (z,), € Kgr are represented with rational coefficients, that is,
z € @,(Q+iQ) C Kg, and the size of such an element is the size of the vector
(25)o (which can be seen as a vector in Q™).

Representation of ideals. We assume throughout the paper that all integral ideals
a C Ok are represented by their Hermite Normal form (HNF) basis by default.
This is possible since their matrix, using the basis of Ok as coordinate system, has
integral coeflicients.

This requirement allows us to abuse terminology and write sentences like “the
algorithm takes as input an integral ideal a”, without having to specify which basis
of the ideal is given to the algorithm. As the HNF basis of an ideal is a canonical
representation of that ideal, it cannot lead to any confusion.

Addition, multiplication and inversion of ideals given in HNF basis can be per-
formed in time polynomial in the input size and in log |Ak|. Additionally, we have
that the HNF basis of an integral ideal a is bounded in size by poly(n,log N (a)).
So, by using the HNF basis of an integral ideal a by default, one avoids the prob-
lem of the specific representation of a bearing an influence on the running time of
algorithms involving a. We therefore define size(a) to be the size of its HNF basis.
For a finite set S consisting of ideals we define size(S) = [S| - maxq¢g size(a). For
a modulus m = momy,, where mg C Ok and m., is a formal product of infinite
places, we define size(m) = size(mg). Namely, as higher powers of infinite places do
not have any influence as compared to a power of one, we will assume throughout
this work that the infinite part my, only consists of single powers of places of K.

Compact representation of elements. In Part 2 of this article, an algorithm is dis-
cussed that computes a fundamental system of S-units. In this algorithm, the out-
put elements are given in a so-called compact representation, which we will explain
presently.

Given a set of elements {1, ...,v} of K, we can write the element 7 = H§:1 fy;”
in compact representation by the pair of vectors
(ni,...,nx) €Z*,  (y1,...,7%) € K" (8)

In this way, 1 is not explicitly computed in terms of the basis of K (or Ok), but
rather, the product is left implicit, allowing for much larger elements n € K to be de-
scribed. Indeed, n = H?Zl 7;” written in an Ok-basis might require }°; n; size(v;)
bits to write down, whereas the compact representation in Equation (8) only re-
quires at most >, size(n;) + 3_; size(7y;) bits to write down. The drawback of this
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representation is that it only allows polynomial time multiplication and inversion
of elements, but generally not efficient addition.

2.7. The logarithmic embedding. The logarithmic embedding of K is the map
Log: K* — @R sa— (nyloglo,(a@)])y,

where n,, = 2 if v is a complex place and 1 otherwise. This map naturally extends to
all invertible elements of K, and this extension is surjective, i.e., Log K = @, R.
Denoting K = {(%+)s € Kr | [, zo = 1}, we use this logarithmic map to define
the vector space H = Log(KQ) (called the hyperplane) and the logarithmic unit
lattice

Log(O%) C H,
a full-rank lattice in H. We write its dimension by r = dim(H) = ng + n¢c — 1.
Explicitly, we have

H=TLogK§ = {(z,), e BR| Yz, =0}.

The volume of the logarithmic unit lattice is given by the following formula (see,
e.g., [58, 1.§7 & 1.§5, p. 33])

Vol(Log(0y)) = Vnc + nr - Ri. 9)

The first minimum of Log(O}). By a result of Kessler [46], we have a lower bound
on the first minimum of the lattice Log(Oj).

Lemma 2.14. We have A\ (Log(Oj)) > m.

2.8. Divisors. We define the divisor group Divg of K as
Divg = P Z x PR,
p v

where v ranges over the set of all infinite places (embeddings into the complex
numbers up to possible conjugation), and p ranges over all prime ideals of O (also
referred to as the finite places of K). We denote the canonical basis elements with
the symbols (p) and (v) (the divisor with value 1 at p or v respectively, and 0
everywhere else). Then, an arbitrary divisor can be written as

a=> ay-()+> av- (),
p v

with only finitely many non-zero a, and with a, € R. We will consistently use
the symbols a, b, e, ... for such divisors. Given such a divisor a, we often write
ar =), ap - (p) for its “finite part” and axc =, a, - () for its “infinite part”.

The degree map. The degree map is defined as

deg: Divgy — R

Zap . (]p[)+Zal,~ ) HZap ~log(N(p))+Zal,. (10)
P v p v

The kernel of this map is the subgroup Div?( = ker(deg) of degree-zero divisors.
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From field elements to divisors. Denoting ord, for the valuation at the prime p,
there is a canonical homomorphism
(): K* — Divg

@ (a) = Y ordy(a)(p) = D log o (@) - (v),
p v

Log(a)

with n, = 2 if v is complex and 1 otherwise. The product formula states that for
any o € K*, we have (o) € Divy, ie., (K*) C DivY.

The exponential maps. The finite part as € @p Z of a divisor a naturally corre-
sponds to an ideal in the group Zx of fractional ideals via the map

Expy : @Z — I : Zap - (p) — Hpa*’.
p p p
This map is an isomorphism with inverse
d:Ix — PZ:ar—d ordy(a) - (o). (11)
p p

We will often use a normalized section defined as

n

d° T — Div(}( ta— Zordp(a) - (p) — M an,Qu[L (12)
p v

to map into Div% instead of Div-.

The infinite part a, € @, R of a can be mapped into K via
Exp,, : @R — Ky : Zau (V) — (€M o), € K.
1% 1%

The map Exp_, is injective, but not surjective. Note that the logarithmic em-
bedding Log introduced in Section 2.7 is a retraction of Exp_ (i.e., LogoExp., is
the identity). Furthermore, for any « = (z,), € Ky, we have Exp_ (Log(z)) =
(o)) € K-

The main reason for us to consider divisors is that they encode ideal lattices.
This naturally follows by combining the above exponential maps into the following;:

Exp : Divg — IdLatgk : a — Exp (ax) - Exps(ar).
For a divisor a =} ap - (p) +3_, a - (v)), the associated ideal lattice is

Exp(a) = (en,;lvaw, Yo - Hpap — {(en,,a-aug co(a))y € Kg | € Hpap} C Kp.
P p

It is a group homomorphism sending the additive operation in Divg to the multi-
plicative operation in IdLatg. For any divisor a € Divg, we have

VOl(EXp(a)):\/M. Heau N (H pap> _ m.edeg(a)'
v p
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Fuclidean norm on Divi. For a € Divg written as
a=> ay- (o) +> av- (),
p v
we define the norm
1/2
2 2
lall = (E ap+ Y ay> ;
p v

Note that, naturally, H C Log(Ky ) < Divg, where the defined Euclidean norms
are compatible.

Subgroups of Divi. Given a set S of prime ideals of Ok, we define the subgroup

Divgg = EBZ X EBR C Divg .
pesS v

In the next two parts of this article, we will work with two important cases. In
Part 1, we will consider a modulus m = mgmy,, and let S be the set of all prime
ideals that do not divide mg. The resulting group Divgm := @y, Z X D, R is
called the Arakelov m-ray divisor group. In Part 2, we will consider cases where
the set S is finite. We then call Divg s the S-divisor group, and it relates to the
classical notion of S-units. Further details on each specific case are discussed in the
relevant sections.

2.9. Probabilities and (Discrete) Gaussian distributions. Given a distribu-
tion D over a discrete set X and z € X, we denote D(z) for the probability that
D outputs z and D(A) = > _, D(x) for any A C X.

Definition 2.15 (Statistical distance). Let (2,S) be a measurable space with prob-
ability measures P, Q. The statistical distance (or total variation distance) between
P and Q is defined by the rule

SD(P,Q) = sup |P(X) — Q(X)|.
XeS
For a discrete space §2, we have

D(P,Q) = 3 3" IP(@) ~ Q)| = 5P - Q.

e

For a continuous space 2 with probability densities P, Q, we have

1 1
SDP.Q) = [ P@ - Q)= 5IP - Q.
e
For spaces that are partially discrete and partially continuous, some well-defined
mix of an integral and a sum will define the statistical distance. Due to the equiv-
alence of these notions (up to a constant %) we will often describe closeness of

probability distributions in terms of the distance metric || - ||1, instead of SD(-,-).

The data processing inequality captures the idea that an algorithm (by just process-
ing a single query) cannot increase the statistical distance between two probability
distributions. A proof can be found for example in [28, §2.8].
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Theorem 2.16 (Data processing inequality). Let (Q,S) be a measurable space
with probability measures P, Q. Let f be a (potentially probabilistic) function on Q.
Then

1F(P) = F(@)l < [I1P = Q|-

In the rest of this section, we recall known results about Gaussian distributions
and prove some lemmas that will be useful for the rest of the article.

Gaussian distributions. We denote gs(x) = exp(—m||z||?/s?) the Gaussian function
defined on any Euclidean vector space V. Since fm ey 9s(x)dz = simV - we define
the continuous Gaussian distribution on a Euclidean vector space V' with parameter
s and center ¢ by the density function

gV,s,c('U) — s dim (V) | gs(U _ C).

For discrete sets X C V, specifically lattices, we use the same notation for the
discrete Gaussian, where the subscript X indicates that the Gaussian is discrete.

Gx,s,c(x) = gs(x — ) /g9s(X —¢),

where g,(X —c) = >, cx g9s(x —c¢). This notation f(X) =)y f(z) for functions
f and discrete sets X will be used frequently. Whenever the Gaussian is centered
at the origin, i.e., ¢ = 0, we will suppress the subscript ¢ from the notation, like
this: Gy s.

Tail bounds of Gaussian distributions. The following lemma originates from Ba-
naszczyk’s paper on transference theorems in lattices [6, Lemma 1.5].

Lemma 2.17 ([6, Lemma 1.5]). For any ¢ > 1/v/27 and any n dimensional lattice
A, g1(A\ ey/nB) < C™g1(A), where B is the euclidean ball of radius 1 and C =
2

cV2me-e ¢ < 1.

Corollary 2.18. Let A be a lattice of rank n and s > 0. For any ¢ € (0, 1], it holds
that Pryg, ,(||z]| > s-+/log(1/e) +2n) < e.

We also have a similar result in the case of a continuous Gaussian distribution.

Lemma 2.19. Let V' be a real vector space of dimension n and s > 0. For any

e € (0,1], it holds that Pry g, (||z| > s-+/2n-log(2n/e)) <e.

Proof. Let B be an orthonormal basis of V' and write = (x1,---,2,) the coor-
dinates of = in this basis. Then the random variables x; are linearly independent
Gaussian distributions over R with standard deviation s. Moreover, for any ¢ > 0,
if ||z|| > t, there should exist some 7 such that |x;| > t//n. Hence, we obtain

2
Pro(lal>t)<n- Pr (jal>t/va) <2n-exp (-~ o),

zGv,s +0Or,s 2n - 2

where the first inequality comes from the union bound and the last one comes from
Chernoft’s bound. Taking ¢ = s-y/2n -log(2n/e) leads to the desired result. O
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Smoothing on lattices. For any € > 0 and a lattice A we define the smoothing
parameter [55] 7¢(A) to be the smallest s € R+ such that g, ,s(AY\{0}) < ¢, where
AV = {z € spang(A) | {(x,0) € Z for all £ € A} is the dual lattice of A. This
smoothing parameter satisfies the following bound [55, Lemma 3.3]

ni) < BB Ly (13)

™

We will use the following classical results on the total Gaussian weight of a
(shifted) lattice A.

Lemma 2.20 (Proof of [55, Lemma 4.4]). Let A be an n-dimensional lattice and
s> ne(A) for some e > 0. We have

Vol(A)”

Lemma 2.21 ([55, Lemma 2.9]). Let A be an n-dimensional lattice, s > 0 be a
positive real number and ¢ € spang(A) be a vector, then gs(A + ¢) < gs(A).

gs(A) e[l —¢g,14¢]-

Approxzimating and computing discrete Gaussians. We will use the following lemma
which says that one can sample from a distribution statistically close to a discrete
Gaussian distribution. It is an adaptation of [36, Theorem 4.1] for which the Gauss-
ian can be approximated within any error and in which only bit operations are used
(as opposed to real number operations as in the original article).

Lemma 2.22 (Adapted from [36, Theorem 4.1]). There exists a probabilistic algo-
rithm that takes as input a basis B = (b1, ,by,) € Q"*™ of an n-dimensional lat-

tice A, an error bound eg € (0,1], a parameter s > \/log(l/c‘g)—i;f log(m)+3 . ax; ||by|

and a center ¢ € spang(A) NQ™ and outputs a sample from a distribution éB,sg,s,c

complezity) polynomial in the size of the input and in log(1/eg). Additionally, the
output of v <= GB.cg,s,c always satisfies ||[v —c|| < s-/nlog(2n?/eg).

Proof. The proof can be adapted from the one of [36, Theorem 4.1], which proves
the result for eg = n~*(). In this proof, the statistical distance between the
sampled distribution §B7ag,s7c and the ideal distribution G ;. comes from two
places. The first one is that the algorithm makes n calls to a sub-routine algorithm
Sample,, sampling from a Gaussian distribution over Z which is only statistically
close to Gz ¢ (for some parameters ¢’ and s’ depending on the input). Lemmas
4.2 and 4.3 from [36] show that the statistical distance between Sample, and Gz o/
can be made as small as any arbitrary § > 0, to the cost of increasing the running
time of Sample, in a way that is polynomial in log(1/d). We choose § = eg/(2n),
which provides a running time polynomial in log(1/eg) and log n, and ensures that
the n calls to Sample, are responsible for a change of statistical distance that is at
most g /2.

The second reason why the algorithm only provides a distribution that is sta-
tistically close to Ga s, comes from the fact that g.(Z + ¢) is only approximately
close to gy (Z) for an arbitrary ¢ € R (where s’ > s/(max; ||b;]])). In the proof of
Theorem 4.1, the authors of [36] show that, provided that s > ns(Z) - max; ||b;]|,

n
then this statistical distance is at most §’/2, where 1 + ¢’ = (%’g) . We choose

such that SD(§B7EQ,S’C,QA757C) < eg. This algorithm runs in expected time (bit
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§ = eg/(8n) < 1/(8n). Using the fact that” (%)n <1+8ndforalld<1/(8n)

and n > 1, we obtain that the statistical distance between the approximate distri-
bution and the ideal one is at most 4nd = eg/2. Using Equation (13), we see that

ns(Z) < \/log(l/eg)tr2 log)+3 hence s > ns(Z) - max; ||b;|| as desired.

For the bound on v < Q\B,sg’&,c observe the output vq of the algorithm in [36,
Section 4.2]. By [36, Lemma 4.4], the output of this algorithm satisfies v — ¢ =
Zz‘e[n] (2 — ) - Bi, where the values Z; and ¢} are from the algorithm, and the b;
are the Gram-Schmidt vectors associated to the b;’s. Hence, by the Pythagorean
theorem, ||v—c||? = > i) |2;—c4|?-||b;|?. In part 1(b) of the algorithm [36, Section
4.2], Dy, o is implemented as in [36, Section 4.1], i.e., the algorithm SampleZ is
called (see the proof of [36, Theorem 4.1]). Therefore Z; can be shown to lie in
ZN[c, —t(n)ss, ¢ +t(n)s;], where t(n) = /log(n/d) (with § = eg/(2n), as before).
As a consequence,

Iv—cl> =" 15 =dl Ibill> < D t(n)*(s)*- [bil> = Y t(n)*s* = nt(n)*s?,
i€[n]

i€[n] i€[n]

by the definitions of s} = s/||b;||. Hence [|[v —¢|| < \/nlog(n/d)s with § = eg/(2n),
as was required to prove.

We show now that the algorithm in [36] can be readily adapted into one without
real number operations, but just bit operations. There are two places in the algo-
rithm in [36, Section 3.2] where real arithmetic is used, namely in the subroutine
SampleZ and in the computation of s/||by|| where by, are the Gram-Schmidt vec-
tors. Note that the Gram-Schmidt orthogonalization itself (without normalizing)
can be done with rational arithmetic in polynomial time and is thus not altered in
this adapted version.

The subroutine SampleZ can be amended to avoid real operations by just ap-
proximating the sampling probabilities ps(z —¢) with z € ZN[c—s-t(n),c+s-t(n)]
well enough. This can be done within polynomial bit complexity in the size of the
input, and, by maybe slightly increasing t(n), without loss in the approximation
error 0.

The value of s/||bg| is only used in the subroutine SampleZ, where actually its
square is used to compute pS/HBkH(x — ¢) and hence there is no need to compute

s/|bk|| but rather its square s2/|by||> which consists of rational numbers.
Hence we can conclude that this slight adaptation of [36, Section 3] has polyno-
mial bit-complexity in the size of its input. (]
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PART 1

Sampling ideals in a class:
smooth, near-prime or otherwise

4. INTRODUCTION

In this first part of the article, we propose a general strategy to provably solve a
recurring computational problem in number theory (assuming the extended Rie-
mann hypothesis, ERH): given an ideal class [a] of a number field K, sample an
ideal ¢ € [a] belonging to a particular family of ideals (e.g., the family of smooth
ideals, or near-prime ideals). While there is a simple heuristic algorithm for this
task, it has proved notoriously difficult to resolve it rigorously. It has thereby been
a central roadblock explaining the heuristic nature of many major algorithms in
computational number theory.

The main result of this part is Theorem 9.5 (page 47). Its formulation in full
generality is postponed, as it first requires the introduction of several notions. How-
ever, a simplified statement, which may already suit many needs, is available in
Theorem 1.1 (page 3).

Roadmap. Fix an arbitrary family of ideals S. For convenience, we consider the
input to be an ideal b € [a]~!, and are looking for an ideal ¢ € S in the inverse
class of b. The folklore strategy consists in considering b as an ideal lattice via the
Minkowski embedding, and sampling random elements § € b (within some bounds,
say in a “box” rB of radius 7) until ¢ = Sb~! falls in the desired family of ideals S.
Heuristically, one expects that for 3 “sufficiently random”, the ideal 3b~! falls in S
with probability proportional to the “density” of the family (think about the set of
prime ideals that have norm around x having “density” ~ 1/(px log(z))). This, of
course, cannot be literally true for arbitrary families (e.g., principal ideals), since
b~ is confined to one ideal class. Instead, we will solve the problem for ¢ € S-Sp,
where Sp is the family of B-smooth ideals for some bound B. In all applications
we are aware of, S = § - Sp (smooth ideals, near-prime ideals).

The Arakelov class group. The notion of ideal lattice plays a key role in this sam-
pling strategy. The space of ideal lattices up to isomorphism is naturally isomorphic
to the so-called Arakelov class groups We open this part of the article in Section 5
with an introduction to Arakelov ray class groups. They can be thought of as a
“combination” of the ray class group and the ray unit group of a number field.
In Section 6, we state a useful result on these Arakelov ray class groups: certain
random walks in them rapidly converge to the uniform distribution. This is a
generalization of [14] from Arakelov class groups to Arakelov ray class groups.

Average densities. In the folklore strategy, one is hoping that for (uniformly) ran-
dom B € b NrB (the intersection of an ideal lattice and a “box”), the probability
21
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that 8b~! € S is proportional to the density of S. This is generally not true.
However, in Section 7, we prove that it is true on average when the ideal lattice b
is also random, uniformly distributed in the Arakelov ray class group. This might
sound too weak for our goal: the input b of the algorithm is not random. It will
actually be sufficient when properly combined with a randomization step.

Ideal sampling. We then turn these density results into an algorithm. First, we
show in Section 8 how to sample uniformly a random element in a set of the form
b N rB, the intersection of an ideal lattice and a “box”.

Then, Section 9 culminates with the main algorithm, Algorithm 2. It addresses
the final obstacle: the density result of Section 7 only holds on average, for uniformly
random ideal lattices. The input b is not random, so we need to randomize it. This
is where random walks in the Arakelov class group come in. Essentially, Algorithm 2
starts by multiplying b with a few “small” prime ideals, resulting in a random ideal
b where t is smooth (i.e., v € Sp for some bound B).

Algorithm 2 then samples a uniformly random § € (tob) NrB. Then:

e From Section 6 and [14] (on the rapid equidistribution of random walks),
the random ideal lattice wb is close to uniformly distributed.

e From Section 7, we obtain that 3(tvb) ™! € S with probability proportional
to the density of S.

Upon the event B(ob) ™! € S, we get fb~1 =10 - (B(twb)~!) € S - S, as desired.

Further properties. Finally, in Section 10 and Section 11, we develop tools to ease
the applicability of this “ideal sampling” algorithm. These tools are indispensable
for the application presented in Part 2, and may be useful in other contexts. More
precisely, in Section 10, three important properties of the ideal sampling algorithm
are stated and proved: the shifting property, boundedness and almost-Lipschitz-
continuity. In Section 11, we estimate quantities related to the modulus m, which
affect the behavior of the ideal sampling algorithm.

5. BACKGROUND ON THE ARAKELOV CLASS GROUP

Recall that throughout this paper, we consider a number field K of rank n over Q,
having ring of integers Ok, discriminant A, regulator Ry, class number hg and
group of roots of unity pux. It has ng real embeddings and nc¢ conjugate pairs of
complex embeddings, with n = ng + 2nc.

5.1. The Arakelov Ray Class Group. In this section, we rely heavily on the
notation introduced in Section 2.8 for the divisor group Divg. The Arakelov ray
divisor group with respect to a modulus m = momy is a subgroup Divgm C Divg

defined as
Divin = P Z x P
pfmo v
where p ranges over the set of all prime ideals of Ok that do not divide the finite
part mp of the modulus, and v over the set of all infinite places (embeddings into
the complex numbers up to conjugation). The case m = Ok yields the standard
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divisor group Divg. Recall that we write an arbitrary element in Divgm as

a=> ap-(p)+> av- (). (14)
pimo v
a
ar el
with only finitely many non-zero a, and with a,, € R. The map () : K* — Divg
naturally restricts and co-restrict to

Q'D : Km — DiVKm

ar—s (a) = Y ordy(@)(p) = Y mloglow(a)] - (v),

ptmo

where n,, = 2 whenever v is a complex place and 1 otherwise. The divisors of the
form (o) for a € K™! are called principal m-ray divisors.

Just as the ideal ray class group is the group of ideals coprime with m quo-
tiented by the ray K™, the Picard ray group is the group of Arakelov ray divi-
sors quotiented by the group of principal ray Arakelov divisors. In other words,
the Picard ray group Picgxm is defined by the following exact sequence, where
pgma = g N K™ are the roots of unity in the ray:

0= pugema — K™ % Diview = Picien — 0.
For any Arakelov ray divisor a =3, “ap - (p) +>_, av - () , we denote its class
in the Picard ray group Picgw by [a], in the same fashion that [a] denotes the ideal
class of the ideal a in Cl%.

Since principal ray divisors (o) for « € K™! are in the kernel of the degree map,
the degree factors through Picgm. We can therefore define the degree-zero Arakelov
ray divisor group Divim = {a € Divgm | deg(a) = 0} and the Arakelov ray class
group Picln = {[a] € Picgw | deg([a]) = 0}.

The maps Expg, Exp.,, d and d° defined in Section 2.8 naturally restrict and co-
restrict to

Expy : @ 7—TIg ar— H per, (15)
pfmo pimo
Exp,, : @R—J{ﬁ ar— (e";cl'a”ﬂ) , (16)
d:Ig —>@Z a— Zordp(a)'(]pl), (17)
pfmo pfmo
v1
d°:I%  —Divim:ar— d(a) — %j\f@)) Z(]u[) (18)

v

The groups and their relations treated above fit nicely in the diagram of exact
sequences given in Figure 1, where the middle row sequence splits with the section
d°. In this diagram we use the notation O,y = OgNK™! and pgma = prgNK™!.
The group T™ = H/ Log(O w1 ) is the logarithmic ray unit torus, with Log(Ojem 1)
the logarithmic ray unit lattice.

Relations between different ray groups. The (ray) unit groups O, O 1, the (ray)
class groups Clg, CI%, and the ray groups K™! and K™ are tightly related by an
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0 — Opnn/tigms — K™Y/ pgma —> Princp — 0

Log () d°
) /_\
0 H Div)

ma — Exp¢(ar) K

E
o

FIGURE 1. A commutative diagram of short exact sequences in-
volving the Arakelov ray class group.

exact sequence (e.g., [49, Chapter VI, §1]), relating the (relative) cardinalities of
these groups. Namely,

0%/ Oma| | CLR | = é(mo) - 21| Clc |, (19)
where ¢(mg) = |[K™/K™!| and |mg| is the number of real places dividing me,

(note that |K™/K™!| = ¢(mg) - 2™=l).  Also, by observing the kernel-cokernel
sequence of the inclusions Oy, € O € H = log KD, we obtain,

scmt |- 1O /O | = 1| - VOLT™)/ Vol(T). (20)

Geometric properties of the divisor group and the Arakelov class group. Recall that
the norm of a divisor is defined as

1/2
= (g k)
p v

In the following lemma, we show that the volume of the Arakelov ray class group
roughly follows the square root of the absolute value of the field discriminant times
d(mg) - 2lm=l. with a possible additional correction factor due to the roots of unity.

Lemma 5.1 (Volume of Pic%w). Forn = [K : Q] > 1, we have

Vol (Pichm) = | CL% | - Vol(T™) = |“|5“‘|| Cp(mg) - 2™l hpe - Vol(T)  (21)
K

- |’T§;’|l| p(mo) - hi - R - VT + 1 - 2Imel, (22)

where ¢(mg) = |K™ /K™Y and |mg| is the number of real places dividing m..
Additionally,

log (Vol (Pickw)) < log (N(mo) : Q‘mk‘) + log |Ak|. (23)

Proof. The first identity involving the volume of the Arakelov ray class group fol-
lows from the exact sequence in Figure 1. The second one can be deduced from
Equations (19) and (20). The third one follows from the volume computation of T'
in Equation (9).
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The bound on the logarithm is obtained by using % < 1, applying the class

number formula [58, VII.§5, Cor 5.11] and Louboutin’s bound [53] on the residue
pk of the Dedekind zeta function at s = 1:

d(mo) - px - /|Ak| - |pK| - v/nr +nc

onr—|mg| . (271-)”@

n—1
< pmo) - 2™ . /[Ax] - pie < d(mo) - 2™ /[Ax] (621?5|_A1K)|>
< ¢(mg) - 2= A,

|Pic%n| < ¢p(mp) - hi - Ry - VT + 1 -2Imel =

loelyinfne < o2 < g,

The first inequality follows from The last inequality

2"E(2m)"C = 27
follows from the fact that el%g‘m < 1 for all x € R. This inequality instantiated
n—1
with z = |A k] 2D then yields (eéo(gni‘_AlI)(‘) < VIAkl. U

5.2. Divisors and ideal lattices. The Exp map introduced in Section 2.8 restricts
to the group homomorphism

Exp : Divgm — IdLatg : a — Exp_ (as) - Expe(ar),

sending each Arakelov divisor to an ideal lattice. Recall that for any divisor a €
Divgm, we have Vol(Exp(a)) = /|Ak]| - edes(@),

5.3. T-equivalent elements and generators of an Arakelov ray divisor.
Suppose that m is a modulus, and let a be any ideal coprime to my. An element a €
a is said to be 7-equivalent (with respect to m) if & = 7 mod mg and o, (a) /0, (1) €
R for all real v | my,. If additionally, a is principal, any T-equivalent element «
such that a = («) is called a T-equivalent generator of a.

These notions generalize to Arakelov ray divisors. As we can see Arakelov ray
divisors as ideal lattices xa, an element of such a divisor is just an element of the
shape za where a € a and x € Kg. Similarly, a generator of such divisor is an
element in K of the shape za, where a is a generator of a. The precise definitions
are as follows.

Definition 5.2 (7-equivalent elements of an Arakelov ray divisor). Let T € K™ and
let a € Divgm be an Arakelov ray divisor with an infinite part as, and a finite part
ar (see Equation (14)). We define the set of T-equivalent elements Exp(a), C Kg
of a by the following rule

Exp(a), := Bxp.(ax) - (Expe(a;) N 7K™?)
Fquivalently, we can write

Exp(a), = {a € Exp(a) | Exp, (—as) - a € 7K™}

Definition 5.3 (7-equivalent generators of an Arakelov ray divisor). Let 7 € K™
and let a € Divgm be an Arakelov ray divisor with an infinite part ar, and a
finite part as (see Equation (14)). We define the set of T-equivalent generators
Exp(a)’ C Kg of a by the following rule
Exp(as) (k- Og NTK™!) CExp(a) i Expe(ar) = (k)
Exp(a)) = for some k € K™

0 otherwise
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FEquivalently, we can write
Exp(a) = {a € Exp(a) | Expo(—ax) -« € TK™! is a generator of Exp(ar)}.

5.4. Uniform sampling of prime ideals in a certain Arakelov class. In the
main result of this part, we will need to sample primes p that satisfy [d°(p)] € G
for a certain finite-index subgroup of Picg(m. The procedure explaining this and
the respective running time can be found in this lemma; the proof is provided in
Appendix A.2.

Lemma 5.4 (Uniform sampling of prime ideals, ERH). Let a basis of Ok be known,
and let mg C Ok be a modulus. Let G C Pic?(m a finite-index subgroup and let
Oc be an oracle that on input an ideal ¢ returns whether [d°(c)] € G or not. Let
Pp = {p prime ideal of K | N(p) < B,pfmg and [d°(p)] € G}.

There exists a bound

By = 5([Pic?<m : G - [n*(loglog(1/¢))? + n*(log(1/5))? + (log(|AK\N(m)))2D

such that for all B > By, one can sample uniformly from Pp in expected time
O([Pic%m : G] - n®log? B) and using O([Pickw : G] - nlog B) queries to Og.

6. RANDOM WALKS IN ARAKELOV RAY CLASS GROUPS

In this section, we present a theorem on the rapid mixing of random walks on
finite-index subgroups of Arakelov ray class groups. It is a generalization of the
main theorem of [14], from Arakelov class groups to finite-index subgroups G of
Arakelov ray class groups. Starting with a point in the hyperplane H — Div?{m,
sampled according to a Gaussian distribution, we prove that multiplying this point
sufficiently often by small random prime ideals whose Arakelov classes are in G C
Pic%w yields a random ray divisor that is very close to uniformly distributed in G,
(the concerning subgroup of the Arakelov ray class group).

Definition 6.1 (Random Walk Distribution in Div%w). For a number field K and
a finite-index subgroup G C Pic%m, we denote by Wa(B, N,s) € Li(Divi.) the
distribution on Divw that is obtained by the following random walk procedure.
Sample a = (a,), € H C Divim according to a centered Gaussian distribution
with standard deviation s > 0 (see Section 2.9). Subsequently, sample N ideals p,
uniformly from the set of all prime ideals coprime with mg, with norm bounded by
B and whose Arakelov class [d°(p;)] lies in G. Finally, output a + Zj\;l d’(p;),

where a € Diviw is understood via the inclusion H C Divim.

Definition 6.2. For any distribution D on Diviw, we define the distribution [D]
on Pic?(m by the following rule:

D)= Y, DA+(x))
REK™ L/t m 1

This distribution [D] on Pic)w arises whenever one samples a < D and subse-
quently takes the Arakelov ray class [a] € Pichm.

Definition 6.3 (Random Walk Distribution in Pic%w ). We denote by [Wg(B, N, s)]
the distribution on the Arakelov class group obtained by sampling a from Wg (B, N, s)
and taking the Arakelov ray class [a] € Pic%w (as in Definition 6.2).
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Theorem 6.4 (Random Walks in finite-index subgroups of the Arakelov Ray Class
Group, ERH). Let € > 0 and s > 0 be any positive real numbers and let k € R
be a positive real number as well. Let G C Pic(}{m be a finite-index subgroup of the
Arakelov ray class group. Putting’ § = min(v/2-s,1/n1(Log(O%w.1)Y)), there exists
a bound

B = O([Pickn : GJ? -n** [n*(loglog(1/2))? + n*(log(1/3)) + (log(| Ak | N (m)))?])

such that for any integer

- (r - log(1/3) + 21log(1/¢) + log|Pic%m | — log[Pickm : G] + 2)—‘ ,
(24)

1
>
- {leogn

the random walk distribution [Wg(B, N, s)] is e-close to uniform in L1(QG), i.e.,
[Wa(B, N, s)] —U(G)]|, <e,

where N'(m) = N'(mg) - 2™l v = dim(H) = ng +nc — 1 and |mg| is the number of
different real places dividing m (see Section 2./).

Proof. The proof is very similar to that of [14], adapted to account for the ray and
the finite-index subgroup. Details can be found in Appendix A.1. (I

The following instantiation of the random walk theorem gives the appropriate
parameters for the main application of this paper, the sampling algorithm (see
Algorithm 2 and Theorem 9.5)

Corollary 6.5 (ERH). Let n = [K : Q] > 2, s = 1/n?, let G C Pickn be a
finite-index subgroup and let € > 0 be an error parameter. There exists a bound

B = 5([Pic?{m : G2 - n? - [n*(loglog(1/e))? + (10g(|AK\N(m)))2D such that for

N = [Tn+2log(1/e)+log|Pictkm|—log[Pic%m : G]+2] the random walk distribution
W(B, N, 5)] on Pickw is e-close to uniform in L1(G), i.e.,

IW(B,N,s)] —UG)||, <&

Proof. This formulation of the random walk theorem is obtained by instantiating
Theorem 6.4 with s = 1/n? and k = 1. To obtain the bounds on B and N, we
use the inequality 1/5 = max(n?/v/2, 71 (Log(O%..1)Y)) < 2800 - n?, which we will
verify at the end of this proof.
One then gets the bound on B by applying Theorem 6.4 and simply moving the
2(log(l/é))2 into the polylogarithmic factors. For the lower bound on N, note
that 210g( y <1 and’ r-log(l/é)/(?log n) < 7n. Hence, a sufficient lower bound on

N is the one in Theorem 6.4 with 2k1 — removed and r - log(1/3) replaced by 7n.

As promised, we finish the proof by showing 1/5 <2800 - n?. As Log(Opm.1) C

Log(O%), we have Log(Ojem.1)" 2 Log(Of ). Therefore, the smoothing parameter

5Recall that for any lattice A, we write AV for its dual, and 71 (A) for its smoothing parameter
(see page 18).
6Using the bound 1/5 < 2800 - n2, we have = 1201g(1/s) < rlog(2800: n?) _ r[log(2800)+2logn] <
— k) O

2logn 2logn
log(2800) log(2800)
T (Fiegn TV = (Figgz T <




28 K. DE BOER, A. PELLET-MARY, B. WESOLOWSKI

of Log(Ojem,)" satisfies

Log(O%,. )Y) < m (L oXV<L
771( Og( K ,1) )—771( Og( K) )— Al(LOg(OIX{))
Here, the first inequality follows from the fact that n; (A) < n1(A') if A D A’. The
second inequality holds for general lattices [55, Lemma 3.2], the third inequality
holds by the fact that 1/\;(Log(Ox)) < 1000 - \/n - log(n)? (see Lemma 2.14) and
r < n, and the last inequality by xlog(z)® < 1.4 - 22 for all z > 0. O

<1000 - n-log(n)® < 2800 - n?.

7. AVERAGE DENSITIES AND SAMPLING

7.1. Result. Let S C Tk be a set of integral ideals, and assume that a is an
Arakelov ray divisor whose class is uniformly distributed. In this section, we show
that one can sample elements 3 such that Sa~! corresponds to an ideal of the
family S with the probability one would naturally expect, i.e., proportional to the
density of S. This is made precise in Theorem 7.1 via the notion of local density.
Recall that the local density of a set of ideals S is defined (Definition 2.11) as

<
Ssle] = min 1Sl _ {b €S | N(b) <t}
tefz/emz] pK - 1 telx/em x| pK -t

)

where, px = lims_1(s — 1)k (s) (see Equation (4)).
Recall that for r € R<q, the box of radius r in Kg is rBe = {(25)s € Kr | |25] <

r}.

Theorem 7.1. Let G C Pic(}(m be a finite-index subgroup of the Arakelov ray class
group, and let [b] € Pic(}(m arbitrary, and let D be a distribution on Div?(m such
that [D)] is uniform on the coset G + [b]. Let r > 8 -n2-Tg - |Ag|27 - N(m)2/",
where T < A\°(Of) < |Ag|Y" is defined in Equation (6), let 7 € K™ and let S
be a set of integral ideals coprime to mqy for which holds [d°(S)] € G + [(7)] — [b],
with local density ds[r™] at r™. Then

E [ Pr [(a)-Exp(—a)es a-Expoo(—aoo)ETKm71H (25)

a<D | a+Exp(a)NrBs
N(mg) [Pickm : G] "
SR
.0 .
> PG G 5o )

where a + Exp(a) N rBy is uniformly sampled from the finite set Exp(a) N rBo
and ¢(mg) = |[K™0 /K™t < N (my).

Remark 7.2. The factor 1/3 in Equations (26) and (27) can be made arbitrarily
close to 1 by increasing the radius r € R and widening the density interval [z/e™, x]
in Definition 2.11.

Remark 7.3. It is possible, with essentially the same proof, to rephrase this theorem
in such a way that it concerns an intersection of events instead of a conditional
probability. The probability then also depends on the number N'(m) = N (mg)-2/™=l,
where |mg| is the number of real places dividing mo,. Under the same conditions as
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in Theorem 7.1, one can prove that

Pr [ (o) -Exp(—a) € S, and ] S N (myg) . [Pic%m : G]
<D a-Bxp(—ax) € TK™! | = ¢(my)  3-N(m)

a
a+Exp(a)NrBs

7.2. Proof of Theorem 7.1.

. (55 [7‘”] . (28)

7.2.1. Fizing the ideal ¢ € S and the Arakelov divisor a € Divln. We concentrate
on the ‘inner probability’ of Equation (25) in Theorem 7.1 in the case where S = {c}
consists of a single integral ideal. We denote

Pac = Pr [(a) -Exp(—a) =¢ ‘ a-Bxpy(—as) € TK™| (29)

a<+Exp(a)NrBs
where we leave the dependency on 7 € R.g, the modulus m and 7 € K™/K™!
implicit. By the law of conditional probability, we have that p, . in Equation (29)
equals
(a) - Exp(-a) = ¢
and

Pr [a -Exp(—ax) € TK""I]
a-BExp,(—as) € TK™! /agExP(a)mBm

(30)

The following lemma addresses the probability values of the numerator and denom-
inator in Equation (30) separately.

Pr
a<+Exp(a)NrBa

Lemma 7.4. Let m = momey, be a modulus, let 7 € K™ /K™ let a € Divim be a
fized Arakelov ray divisor, and let ¢ € I be an integral ideal. Then
(o) - Exp(—a) =¢
Pr and
a+—Exp(a)NrBe o - Exp (—aoo) c T K™l

_ |Exp(a+ d(c)): N7Bso|
a | Exp(a) N rBus|

and, there exists some T € Kr such that
|(Exp(a)mg + 7) N7Bs N TKR>|
| Exp(a) N 7By ’
(32)
where the sampling « < Exp(a) N rBy is uniform in both expressions, and where
TKp>™ ={(2,)0 € Kr | z,/0(7) > 0 for real o | ms}.

Pr [ Exp(—ax) € TK™!] =

a+Exp(a)NrBus

Proof. By examining Definition 5.3 closely, noting that Exp;((a + d(c));) = Exp(as)-
¢ € IR, we see that for all o € Exp(a),

(o) - Exp(—a) = c and a - Exp, (—ax) € TK™! <= a € Exp(a+d(c))).

As the number of choices for @ € Exp(a) NrBy equals | Exp(a) NrBy|, the number
of good choices equals |Exp(a+ d(c)) N 78| and since the sampling procedure
is uniform, we arrive at the first probability claim. For the second probability
claim, write a = Exp;(a¢) € Z, for conciseness. We note that for a € Exp(a),
a-Exp(—as) € TK™! is equivalent to

a-Exp.(—as) € Expe(ag) NTK™! =an7K™! = (amg + 7') N TKE>,

where 7/ € a is such that 7/ = 7 modulo my (note that a and mg are coprime).
So, for a € Exp(a) N7Bx, the statement a - Exp, (—as,) € TK™! is equivalent
to

o € BExp(as) ((amg + ') N TKE>) N Bog = (Exp(a)mg + 7) N Boo N TKR ™
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where we use the fact that Exp(a)7Kg' > = 7Kg= and where we put 7 = Exp_ (ax)7’ €
Kg. This proves the claim. ([

By combining Equations (30) to (32) and scratching redundant factors, one con-
cludes that there exists 7 € Exp(a) such that

|Exp(a + d(c))f N1rBs]

Pase = [(Exp(a)mo + 7) (7B N TKE~] (33)

7.2.2. Estimating |(Exp(a)mo+7)NrB% N7Kg><|. When the radius r is sufficiently
large compared to the lattice Exp(a)my C K, one can deduce that for a € Divem
the number of points in (Exp(a)mg+7) NrBs NTKg = is approximately Vol(rBx) -
2~ Im&l / det(mg), where the 2~I™#l accounts for the fact that we only take the halves
of the box for which z,/c(7) > 0 at the real embeddings o | m.,. More precisely,
we instantiate Lemma 2.8 with

e A =Exp(a+d(mg)) C Kg, for which holds Vol(A) = N (mp) - /|Ak|,

o t =T € Kp,

e (t'), = sgn(o(7)) - 1/2 for real v | my, and ('), = 0 otherwise. Here
sgn(o (7)) is the sign of o(7).

e X = {(25)s € Kr | |#5] <1and |z,] < 1ifoisreal and o | my}, such
that X + ¢ = By, N7Kg>. Note that Vol(X) = 2n=~Imzl . (27)"c due to
the hybrid complex-real nature of Kz > and taking account for the required
positivity (or negativity, depending on 7) at the real places v | m.

e c=n-N(mg)w Tk -|Ag|zw > 2-cov(Exp(a+d(mg))) (see Lemma 2.13(i)
and (iv)), so that the Voronoi cell Vy of Exp(a + d(mg)) lies in ¢X.

This yields, for r > 8 -n% - N(mg) - Dk - |Ag|27 > 8ne,
7. gre—lmel L (97)nc

N(mo) - V/|Ak]

Applying this to the denominator of Equation (33), we directly deduce that

|(Exp(a)mg + 7) N7Bo NTER>=| € [e71/4 /4]

(34)

. . 9lmz|
€ e-V/A (1/4). VIAK] - N (mg) - 2 [Exp(a+d(c)X NrBs| (35

Panc pn g  (2m)ne

7.2.3. Estimating the probability of sampling a fized ideal for a random Arakelov
divisor. Still focusing on the simplified case where S = {c}, the goal of this proof

is to find a lower bound for ED[pa,c]- By linearity of expectation, we have
a—

. . 9|mg|
—1/4 1/47 |Ak|- N(mp) -2 ] X
aED [Da,c] € [/, €7 g (2 ]ED [\Exp(a +d(c))” N rBooﬂ .

(36)
So it remains to focus on the expected value of |Exp(a + d(c)) NrBu| for a < D.

7.2.4. The number |Exp(a+ d(c)) NrBs| only depends on the Arakelov ray class
ofa € Div?(m, A fact that plays a large role in the full proof, is that the number
|Exp(a + d(c)) N7Be| of T-equivalent generators in a box depends on the Arakelov
ray class [a] rather than the divisor a itself. This has as a consequence that the
involved probability distribution changes from D to [D] = U(G), uniform on G C
Pic(}(m , which is easier to analyze. This fact, among others, is proven in the following
lemma.
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Lemma 7.5. For all ray divisors a € Divg(m, elements 7,7 € K™, ideals ¢ € I}
and real numbers r > 0 we have the following list of facts.

(i) |Exp(a)’ NrBs| = [Exp(a+ (7)., NrBx|, i.c., the number of T-equivalent
ray generators of a in a fized box of radius v is equal to the number of T7'-
equivalent ray generators of a+ (') in the same box.

(i) |Exp(a+d(c)) NrBs| = |Exp(a + d°(c))} N WBOOL since the maps d°
and d only differ by some scaling N'(¢c)'/™.

(iii) Writing ase = 3., ay, - (V) € Diviw, we have

[Exp(ase);’ N7Bool = |pscma | |(Log(Oems) + (av)y) N Siogml,  (37)

where Siogr = {(by)y, € B, R | by, < nylog(r), >, b, =0} C H is a simplex
(as in Lemma 7.6) and Log(O}m.1) = Log(Ox N K™!). Here, n, =2 if v is
complexr and 1 otherwise.

(")

Proof. For part (i), observe that multiplying by (‘Z(T,)‘) € Kp yields a bijection

from Exp(a) to Exp(a + ('), preserving the maximum norm. It remains to show
that this bijection sends Exp(a)) to Exp(a+ (7/))),. Using Definition 5.3 and
assuming Exp(af) = kO (and therefore Exp¢([a + (7')];) = 7'kOk), we have

( o(r) )[, -Exp(a) = ( 1 )U (') - Expy (ase) - (KOL A TK™1)

lo(77)] lo(7')]
Exp(a) )
1
() Brpclan) (7'6OF 17" = Bxp(a + (1)

Exp . ((a+(7'D) o)

For part (ii), recall that multiplying the ideal lattice Exp(d(c)) = ¢ C Kgr by
the scalar AV(c)~/" results in the ideal lattice Exp(d®(c)). Applying this scalar
multiplication to the set Exp(a+d(c)) NrBy yields a bijective correspondence with
Exp(a+d°(c)) N WBOO.

In part (iii) it is enough to show that the logarithm Log : K — Log(Kpy ) takes
Exp(as); to the shifted lattice Log(Owm.1) + (av), C H and takes rBs, N KY to
the simplex S,g(,y C H. This logarithmic map is | xm.1|-to-one on Exp(aoo)lx, as
it sends roots of unity to the all-zero vector in Log(Kpy ) (which is the unit in that
group), yielding the extra factor | gw.1| in Equation (37). Here, pgm1 = pxNK™!
i.e., the roots of unity in K™, O

As a corollary of Lemma 7.5(i) we deduce that |[Exp(a) NrBu| = |Exp(a + (k). N
7Bs| for k € K™1, i.e., the number of elements |Exp(a)’ N7Bs| only depends on
the Arakelov ray class of a (next to » € R, m and 7 € K™). Choose a (mea-
surable) fundamental domain F' C Div%w of the quotient group Pickm. Put
Fg = {a € F | [a] € G}, which is a subdomain of F for the subgroup G C Pic)m
and likewise put Frm = {a € F | [a] € T™}, a fundamental domain of T™ in
Pic% . Note that Frm C Fg. By the assumption that [D] is uniform on G + [b],
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and [d°(c)] € [d°(S)] € G + [(r)] — [b], we deduce, writing 7 = r N (c)~ /",

E_ [|Exp(a +d(c))* N rzaoo|] - E_ [|Exp(a +d(c) N rsoo@ 38)

= E E d°(e))" N7#Bass
a<U(Fg+[b]) [' xp(a+ <c))7 " q a<—u(
39)
1

(

{|Exp(a+ (D)} N 7B |}

(

|G/T™] anI(EFTm) (

= [[Exp(@)} N7Bxol| = 10)

aeM(FG) [\EXP( )7 m7“5'oo|]

where the first equality follows from scaling (Lemma 7.5(ii)) and the second one by
the fact that the random variable is an Arakelov ray class invariant (Lemma 7.5(i))
and that [D] is uniform on G + [b]. The third equality holds because the class
[a + d°(c)] for a € Pic%w uniformly distributed over Fg + [b] is distributed as
[a’ + (7] for a’ < U(Fg). This follows from the assumption d°(c) € G + [(7)] — [b].
The fourth equality follows directly from Lemma 7.5(i), and the last equality follows
from Definition 5.3. Namely, an Arakelov divisor a can only have generators if the
ideal class of Exp(ar) is trivial, i.e., if [a] € T™. So, instead, a can be chosen
uniformly from a fundamental domain Frm of T™ in Div%., with a correction
factor of WlTM in the expected value.

7.2.5. Volume of the simplex in H. For the next step in the proof, we need to know
the volume of the simplex Siog» € H, hence the following lemma.

Lemma 7.6. The volume of the simplex S, = {(b,), € H | b, < n,a} C H =
Log K for a € R is given by

Vr+1-(na)"

r!

Vol(S,,) =

)

where r = ng +nc — 1 and where n, = 2 whenever v is complex and n,, = 1 when
v s real.

Proof. By applying to S, C H the translation ¢, = n,a — b, one can see that S,
is a regular r-simplex {c € [[,R | > ¢, = n-aand ¢, > 0} with edge length

V2 -n - a. Therefore, the volume of S,, equals Vol(S,,) = L” [66]. O

7.2.6. Taking the logarithmic map into H = Log K9. Applying the logarithmic map
on the set Exp(a); N7 - N(¢)"/" By, sends Exp(a); to a shift of the logarithmic
ray unit lattice Log(Ojm,.) € H and r -N(¢)~Y"By to a simplex S, log r—log N(c)
where S, = Log(zB) C H = Log K{ as in Lemma 7.6 (see also Lemma 7.5(iii)).
Note that Vol(T™) = Vol(Log(Ojcm.1))-

The expected value as in Equation (40) then equals the average number of points

of a randomly shifted logarithmic ray unit lattice into this simplex, which equals
Vol(Sy, 10g r—1og A(c))/ VOI(T™) (see Lemma 2.4). Therefore,

1

E |MK'“1| VOI( nlogrflog./\f(c))
|G/T™| act(Fprm)

|G/T| - T

[[Exp(a); NN (e) /" Bu|] =
(41)

_ [PiC(I)(‘“ : G] . |/’6K| . VOI(Sn logrflogj\/'(c)) _ [Png(m : G} . |LLK‘ . C(’/’, N(C)) (42)
@(mg) - 21me| . p e IT| B(mg) - 2lmel . hp - Ry
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where, for the second equation, we use that |G/T™|-|T™| = |G| = | Pic%w |/[Pic%m :
G] and Equation (21) of Lemma 5.1. For the third equation we use the fact that
Yol(Sn 10%"1"“{(”) = C(Téj\f((c)) , where we define C'(r, N'(¢)) := (nlogr—log N'(¢))* /r!
(see Lemma 7.6 and Equation (9)).

7.2.7. Applying the Abel summation formula to get the probability for the ideal set
S. By combining Equations (36), (40) and (42), using the class number formula
(see Equation (4)) and the fact that /;(((:OO)) = I(i’)OKK/QB‘XI > 1, one obtains,

o-1/4 . VIBK| - N(mp) - 2™ [Pickw : G] - |uxe| - C(r, N (¢))

aED [Pa,d] > P -2z . (27)nc P(mo) - 20mel . hye - Ry (43)
_ 1, [Pic%m : G] - C(r, N(c)) N (myg)
‘ e pK $(mo) (44)

where |mg| is the number of real places dividing ms and where C(r,N(¢)) =
(nlogr —log N(c))*/r!. By taking the sum over all ¢ € S (note that [d°(S)] C G),
using linearity of the expected value operator, one can achieve the following lower
bound.

aED cezspam] = ;Sa}—ED [Pa,c] (45)
€ e/, e N(mo) | [Pickn : G]- Y C(r,N() (46)

B(mg)

By an application of the Abel summation formula, one can relate the sum ) . ¢ C(r, N (¢))
to an integral involving the counting function |S(t)| = [{¢ € S | N(a) < t}| of the

ideal set S and the derivative of the volume function C(r, N) = (nlogr—log N)*/r!

with respect to the variable N. More precisely, we have

.rn
ceS PK

R e L ML -
@ - ! /_ L‘Z(t.)l [T ntosr —tog )| Jar, a9

Where the first equality is the Abel summation formula [2, Theorem 4.2] and the
second equality follows from computing the derivative of the upper incomplete
Gamma function I'(r,z) = [ u* e “du.

(nlogr —logt)~~1 r"

—%C(T,N)‘t = P F—— = T [%F(r,nlogr—logN)”t.

Using Definition 2.11 about ideal density and the fact that the integrand is positive,
Equation (48) is lower bounded by

} dt (49)

=t

A O
— - |7x(r,nlo T—ION‘

(r—1)! /t_(r/e)n o1 [dN ( g gN) N
]

ds[r™ "
> (]rs_[ 01 /t_( o {%F(n}nlogr - logN)‘N:t] dt > 165", (50)
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where the last inequality (Equation (50)) follows from the definition of the upper
incomplete Gamma function,

n

1 ! d 1
C]] /t_(r/e)n<dtf(1r,nlogr — log N)|N=t) dt = o1 (I(r,0) — I'(r,n))
r—1
_ n
=l—e") 7 >1/2
k=0

where we used the fact that e™" Zi;(l) T,‘C—T equals the probability that a Poisson

distribution with parameter n yields at most r — 1 < n — 1 occurrences, which is

bounded by a half.
By combining Equations (46), (48) and (50) and using e~'/%/2 > 1/3, we obtain

E P - E _ S -E —ay Km’l
a+D a(—Exp(zf)ﬂer Ka) xp( a) € ‘ « Xpoo( ax) €T ]:|
N (my)

~ ¢(mo)
which finishes the proof. (I

- [Pic%w : G] - 6s[r"]/3.

8. UNIFORM SAMPLING IN A BOX INTERSECTED WITH AN IDEAL LATTICE

8.1. Introduction. In this section, we explain how one can efficiently sample in a
(shifted) ideal lattice 2:(b 4 ) intersected with a (partially positive) box, provided
that the dimensions of the box are sufficiently large. More precisely, let » > 0 and
let rB,, denote the box

B = {(25)s € Kr||2s| < 7, Vo}.

Now, the box of interest is rBo, NTKp' >, whose coordinates at o have the same sign
as (0(7)), for the real embeddings o | my. Our aim of this section is to perfectly
uniform sample from the intersection rBs N TKR = Na(b+ 7).

The algorithm we use to sample uniformly in this box follows the framework
described by Plancon and Prest in [64], and is very similar to their instantiation of
that framework [64, Sec. 4.2]. The main two differences are that [64] analyzes the
running time of their algorithm only heuristically, whereas here we provide a prov-
able running time; also, [64] assumes perfect uniform samples from real intervals,
whereas here we only rely on perfectly uniform bits.

Technical idea of the algorithm. The core idea of the algorithm applies to general
lattices and relies on two observations. The first observation: for lattices A satis-
fying A C %Z" and sufficiently large, bounded convex sets S C R"”, the task of
uniformly sampling from S N A reduces to uniformly sampling in (1 4+ ¢)S N %Z"
for some constant ¢ > 0, where we understand (1+¢)-S:={(1+¢)-s|s € S}
Indeed, we can use a ‘good’ fundamental domain F' of A to round a uniform sample
of (1+¢)-SN+Z" to a point in A. Since (F+¢)N+Z" contains the same number
of elements for all £ € AN S (since A C %Z"), this yields a perfect uniform distri-
bution over S N A, if ¢ > 0 is chosen adequately. This observation is formalized in
Lemma 8.7.

The second observation is that each lattice A given by a basis B can be approxi-
mated by a lattice A given by a basis B that satisfies A C %Z”. Hence, by the first
observation, one can perfectly uniformly sample from A N S for suitable S. If the
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approximation B ~ B is good enough, one can transform this perfectly uniform
sample from A N S to a perfectly uniform sample from A N S. This observation is
formalized in Proposition 8.8.

Note that in the first observation, a ‘good’ fundamental domain of the lattice
is required. For such a fundamental domain, we need to know a sufficiently good
basis of the ideal we want to sample from. We obtain such a basis by using one of
the provable variants of the BKZ algorithm [68, 39, 33, 1]. Lemma 8.5 captures the
end result of using a provable variant of the BKZ algorithm; for an in-depth proof
of this lemma, we refer to Sections 26 to 28.

Remark 8.1. We note that this choice of basis reduction algorithm (BKZ) does not
exploit the ideal structure of the lattice. There do exist algorithms that exploit the
ideal structure [29, 63] and might outperform BKZ in some context. However, these
algorithms are heuristic, require a quantum computer and/or some exponential pre-
processing on the number field and in the case of [29] are restricted to cyclotomic
number fields. Hence, we chose to use the BKZ algorithm here in order to obtain a
non-heuristic algorithm. If one allows heuristics and quantum algorithms, it may be
possible to diminish the block-size dependent quantity b® that appears in the running
time of the basis reduction algorithm.

Ray. Actually, in this section, a slightly more general algorithm is described. In
this more general algorithm, we sample elements from an intersection of a (shifted)
ideal lattice z(b + ) and a box rB, that also fall in the 7-ray mod m, for some
Te K™

That is, we will sample from z((b+~) N7K™?!) intersected with rB.; those are
the elements of the shape x(3 + «) for which 8+~ € TK™! and |z,0(8 +7)| <7
for all embeddings o. So, for the algorithm including the modulus m, the output
additionally satisfies certain modular conditions depending on the modulus m.

One retrieves the simpler algorithm (without a modulus) that samples in x(b +
7) N 7By by just putting m = Ok (so that 7TK™! = K™! = K™ = K* for all
TeK").

8.2. On efficiently deciding whether an algebraic number is greater or
equal to some rational number. To be able to perfectly sample from an ideal
lattice intersected with a box, one needs to be able to efficiently decide, for an
algebraic number o € K in symbolic representation, whether |o(a)| > r or |o(a)| <
r (or, for real embeddings, whether o(a) > r or < r) for some rational r € Q and
embedding . Namely, the combined information over all places signifies whether
the algebraic number « is inside some box 5., or not.

The challenge in this question is that the algebraic number is given in some
symbolic representation, like v = 408v/2 — 577(~ —0.0008665). In order to decide,
for example, whether a > 0 or < 0, we need to know how well to approximate this
number (in this particular case at least up to 3 decimals).

The result of this section, in a nutshell, is that for any algebraic number o € K
we can efficiently decide whether |o(«)| (or o(«) in the case of a real place) is
larger than some rational » € Q or not. This is proven in the following sequence
of lemmas. The next lemma is coined Liouville’s lemma, since the technique comes
from the tendency of algebraic numbers to avoid rationals, which was originally
used to show the explicit existence of transcendental numbers (Liouville numbers).
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Lemma 8.2 (Louiville’s lemma). Let f(x) € Z[x] be a degree n polynomial. Let
w € R be a real root of f. Then, if w & Z, we have, for all z € Z,

w=2> [+ 1?27 @+ |flle)"] =5 A

Proof. Let h | f be an irreducible factor of f and let w be a real root of h(z) € Zx].
If h is linear, w = § € Q, and by the rational root theorem, d is an integer factor
of the leading coefficient of h (and thus of that of f). Hence, if w ¢ Z, we have
lw—2z|>1/d>1/||fllec > 2A(f) for every z € Z.

Assume now that A is non-linear. By the mean value theorem, we have, for any
te€w—1w+1],

(W) = |h(t) = h(w)| < max [W'(to)] - |t - w| (51)
toElw—1,w+1]

Additionally, for any integer z € Z, we have |h(z)| > 1, since h(x) € Z[z] is irre-
ducible and of degree > 1 (and hence cannot have integer roots). This immediately
yields, for any integer z € Z,

h —1
z—w| > LS > max W) (52)
MaXy clw—1,wt+1] |7 (T0)] zo€[w—1,w+1]
-1
>( % ) 53
2 e, max e,y P (@)l (53)

where, in the last line, the first maximum is over all divisors of f (also the possible
linear ones) and the second maximum is over all real roots. We now aim to find
a easy-to-compute lower bound on Equation (53), which we call 2(f), in terms of
the coefficients of f alone, using the Landau-Mignotte bound [76, Theorem 6.32]
and Cauchy’s bound [27, Section 3.6].

By the triangle inequality, writing h(x) = Zjigo(h) hj-27, ||kl = max; |h;| and
[l fllcoc = max; |f;], we can deduce

deg(h)
max B (zg)] < i - |hsl - max zolf 7t
moe[wfl,w+1]| (zo)| < ; J - [yl IOQ[WIMH]l ol
< deg(h)® - [|hllc - max |ap|EM!

2o €[w—1,w+1]
deg(h)? - ||| oo - (Jw| + 1)de8t)=1
< n?. (n + 1) .on . ||f||OO . (|w‘ + 1)n—1 (Landau-Mignotte bound)
<n? - (n+1) 2% |flle - 2+ [ fll)""" (Cauchy’s bound)
<4127 24 (| loe)” = AT

where we recall that n = deg(f) > deg(h). Thus, for any z € Z and any real root
w of f satisfying w ¢ Z, we have

IN

1

w—a >A(f) = [(n+1)°-2" - 2+ | fll)"] - (54)

O

Corollary 8.3. There exists an algorithm that, given as input a degree n polynomial
f(z) € Z[z] and some rational r € Q, decides whether the roots w; € C of f(x)
satisfy |w;| > r or |wi| < T for complex roots w;, respectively, w; > r or w; < r for



RIGOROUS METHODS FOR COMPUTATIONAL NUMBER THEORY 37

real Toots w;. The running time of the algorithm is polynomial in the size of f(x)
and r.

Proof. Denote r = § € Q. We replace the roots w; by b-w;, the polynomial f(z) by
b - f(b=1-z) and the rational r by a € Z. Hence, we may without loss of generality
assume that r € Z, with the expense of an increase in the size of the polynomial f
by n - size(r).

We start with the case of a real root w of f, and we then proceed with the case
of a complex root.
Real root case.
According to Lemma 8.2, we have for any real but non-integral root w of f(z) and
any z € Z, lw—z| > 2(f). This lower bound gives us means to decide whether a real
root of f is larger (or equal) or smaller than some integer. Namely, approximate
the real roots of f within precision < A(f)/2 = [(n+1)*-(2+ Hf||oo)”}71 /2,
which can be done in time poly(n,log|| f]leo) = poly(n,size(f), size(r)). Denote the
approximations of these real roots by w; =~ w;. There are two cases:

o |w; — z| < A(f)/2 for some integer z € Z. In that case, w; = z. Indeed, if
w; were not an integer, we must have

A(f) < |wi — 2| < wi —wi| + |wi — 2| < A(f),

which is a contradiction. Hence, w; is an integer and equal to z € Z. In
such case, deciding whether |w;| > r or < r is easily and efficiently done.

o |w; —z| > A(f)/2 for all z € Z. Then, by the triangle inequality, we have
w; ¢ Z, since, for all z € Z,

lwi — 2| > |w; — 2] — |w; —@;| > 0.
—_—— N———
>A(f)/2 <Af)/2

Hence, by Lemma 8.2, |w; — z| > (f) for any integer z € Z. We claim that
W; > r if and only if w; > r. That is, by using the approximation «;, we
can decide whether w; > r or <r.

Indeed, suppose (as to achieve a contradiction) that w; < r but ; > r.
Then, since |w; —r| > A(f), and thus r — w; > A(f).

r—w=(r—o)+  (wi—w@) <RAf)/2
NN Nkl
>A(f) <0 e[—=RA(f)/2,2(f) /2]

which is a contradiction. The other case (w; > r but &; < r) can be
excluded similarly.

Complex root case.
For the complex root case, we take the companion matrix My of f = Z?:o [
This n x n matrix M is defined by (M;);41,; = 1 for j € {1,...,n — 1} and
(Myg)jn =—fj—1/fn for j € {1,...,n} (this is the companion matrix of the monic
polynomial f, ! - f(z)). It is known that M has the roots w; of f as eigen val-
ues. Therefore, the matrix resulting from the Kronecker product My ® My has all
products w;w; (4,7 € {1,...,n}) as eigen values, in particular the square absolute
values |w;|? for all original roots of f.

Computing the characteristic polynomial of M¢® M, and clearing denominators
of that polynomials yields the n2-degree integer polynomial g(x) € Z[z]. Identifying
the roots of g that are the square absolute values of those of f (by approximating
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the roots of both), one can apply the same technique as in the real root case to
decide whether |w;|?> > 72 or not.

It remains to be shown that the polynomial g is polynomially bounded in size by
the size of f, so that all operations can be done in polynomial time in size(f) and
size(r). The j-th coefficient p; of the characteristic polynomial p(z) of My ® My
can be computed (up to sign) by taking the sum of all ("]2) principal minors of
My ® My of size j [42, §1.2, Equation (1.2.13)]. By Hadamard’s bound, each of
these principal minors has size at most ||f||?) and can only have a denominator
that is a divisor of f2/. Hence, f2" - p(z) must be a multiple of g(z). This means
that ||gllec < [|Plloe < (n®)Y|f]|?*. Hence, size(g) < poly(n,size(f)), which was to
be demonstrated. (]

Corollary 8.4. There exist an algorithm that on input a degree n number field
K =Q(0), an ideal b, an element x = (x,), € Ky represented by rational numbers,
an element « € b represented by the Q-basis of K (the power-basis formed by 6),
a rational g € Q and an integer k € Zwq, decides whether z,|o(a)| > g'/* or
zo|o(a)| < g%, for every complexr embedding o; and decides whether r,o(a) >
g"* or zeo(a) < g%, for every real embedding o. Moreover, this algorithm runs
in time poly(size(), size(x), size(b), size(g), n, log |A k|, k).

Proof. Throughout this paper we assume that the polynomial f defining the number
field K satisfies size(f) < poly(log|Ak|) (see Section 2.6). As x,|o(a)| > g*/* is
equivalent to |o(a¥)| > g/x% (with a possible sign change), we can reduce this
result to that of Corollary 8.3.

The sole challenge is to find and bound the polynomial of which o is a root. For
this we start by bounding the polynomial for which « € b is a root. Write down
the multiplication matrix of « in the #-basis. That is, the matrix defined by the
coefficients ¢;; occurring in the identities a6/ = Z;:ol qi;0" for j € {0,...,n —1}.
Then the characteristic polynomial of this matrix is one of which a € b must be a
root.

The size of the multiplication matrix of « is bounded by poly(size(«), size(f)) =
poly(size(a),log |Ak|). Hence, the size of the characteristic polynomial (whose j-
th coefficient can be shown to be the sum of all principal minors of size j of the
multiplication matrix, which can be bounded by Hadamard’s bound) must be poly-
nomially bounded in size(a), log |Ax| and n as well. By a very similar reasoning,
the size of the characteristic polynomial of o* must be poly(n,log |Ax|, size(a), k).
By applying Corollary 8.3, we obtain the final result. O

8.3. Lattice reduction. Being able to successfully sample in an ideal lattice inter-
sected with a box largely depends on the maximum vector length (i.e., the quality)
of the basis of the ideal lattice compared to the dimensions of the box. If these
dimensions of the box are somewhat larger than the basis vectors, this sampling
can be done efficiently. For the applications and algorithms of the present work,
we generally require the dimensions of this box to be as small as possible, since
this benefits their complexity. As a consequence, we would like to obtain a basis of
the ideal lattice with as small as possible maximum vector length (i.e., best basis
quality), but without paying too much time.

The standard algorithm for finding lattice bases of good quality is the Block Ko-
rkine Zolotarev (BKZ) algorithm, which allows for a controllable trade-off between
the output basis quality and the heuristic run time. Unfortunately, no published
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versions of the BKZ-algorithm exist that have a provable run-time, which is what
we require in the present work (as our end goal is an algorithm with a provable
run-time). Hence, Sections 26 to 28 of this paper is devoted to showing that there
exists a variant of the BKZ-algorithm with the same trade-off between output basis
quality and run time as the textbook version, but in which the run time is actually
proven and non-heuristic.

The proof of this result requires both careful numerical analysis (for the ideal
lattice case) and precise monitoring of the sizes (‘potential’) of the bases occurring
intermediately in the algorithm. To stay relevant with the current topic, this proof
is therefore postponed to Part 3. The overall result can be summarized in the
following lemma.

Lemma 8.5. Let K be a number field of degree n. Let xa be an ideal lattice where
z € Ky is represented by rational numbers, and where a € Ly is represented by
a rational Hermite Normal Form matrix My with respect to a given LLL-reduced
basis of Ok .

Then there exists an algorithm that computes a Z-basis (za, ..., xay) of xa with
«; € K such that

|2 ]| < 2n b2 Ny (2 - @),
using time at most T = poly(b®, size(a), log | A |, size(z)).

Proof. The proof can be found in Section 28.6. O

8.4. Perfectly uniform sampling in a bounded convex set intersected with
a lattice.

Notation 8.6. We denote B, = {z € R™ | ||| < r}. For any bounded convex set
S CR" and ¢ € Rsg, we denote ¢S :={c-s| s € S}. Fora basis B= (by,...,by,)
of R", we denote L(B) = BZ" := {}_"" | b;z; | z; € Z for all i} (which is a lattice).

Lemma 8.7. Let B = (by,...,b,) with b; € +Z" be a basis, let D =, ||b;||, let
U,c,e € Rsg such that ¢ > & > 0. Suppose S is a convex set satisfying Bp,e € S C
By for which we can perfectly uniformly sample in (c+¢)S N %Z” within expected
time T. Additionally, suppose we can efficiently decide membership in cS.

Then we can perfectly uniformly sample in ¢SNBZ™ within time poly(T, size(B),
log U, log N) with success probability lower bounded by

[(c—¢e)SN %Z”|
l(c+¢e)S N %Zn|

(55)

Proof. (Algorithm description) Sample a perfectly uniform u € (c+¢)SN % Z".
Compute v = B~ !u (which can be done in time poly (7, size(B),logU)) and put
w; = |v;], rounding to the nearest integer. Output Bw if Bw € ¢S, otherwise
output ‘failure’.

(Analysis) We will prove that this procedure yields a perfectly uniform sample
in BZ™ N ¢S and that the success probability of a single iteration is lower bounded
by the quantity in Equation (55).

For a fixed b € (BZ™) N ¢S, the probability that b is outputted is proportional
to the number (b + B - [—1,3)") N (c+€)S N xZ"|. We have b € ¢S; and each

x € B-[—3,3)" satisfies ||x|| < D/2 < D, hence x € Bp C £- 5 (since Bp,. C 5).
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So, we obtain that b+ B - [—1, 1) C (c+¢)S by the convexity of S. Therefore

"N (et )Sn T2 = (b + B [-3,5)") 0 2"
= N"det(B),

for all b € (BZ™) N S. Note that this relies critically on +Z" C BZ". So the

sampling probability is the same for all b € (BZ™) N ¢S, which is the property of a

perfect uniform distribution. It remains to show that the probability of success (a
sample in BZ" N ¢S) is lower bounded.

If the initial uniform sample u satisfies u € (c —¢)S N +Z", then Bw =
11

BB~ 'u] = u+y for some y € B[—3, 3)" C &5 (where we mean with [-] that every

coordinate is rounded to the nearest integer). For such u holds that u 4+ y must lie
[(c—e)SN+ 7" 0

in ¢S. Therefore, the success probability is lower bounded by T(ere)sn iz
N

In our context, the basis By of an ideal lattice b (as embedded in the Minkowski
space) cannot be represented by rational numbers, but is rather symbolically rep-
resented. In the following proposition we show that this is not a real complication;
namely, it is enough to be able to compute a sufficiently good rational approxi-
mation C = By in order to be able to perfectly uniformly sample in this lattice b
intersected with a certain convex set S.

As a consequence, the algorithm of the following proposition takes as an input
a sufficiently good approximation C of B and uses only this rational matrix C to
compute with. To be able to check whether an element of the lattice BZ™ lies in
the convex set S or not, an auxiliary oracle is needed. In our use-case, this oracle
can be implemented by using the results of Section 8.2.

Proposition 8.8. Let B = (by,...,b,) with b; € R™ be a basis of lattice A and
let D =23, |bil.
(1) Lett € R™ satisfying ||t]| < U for some U € Rsy.
(2) Let N € Zq satisfying % < D and let C € {Z"™ be an approzimation of
B satisfying ||[C —B| < |B~!|7!- D/U and ¥, ||c;|| < D.
(3) Let t € %Z™ an approzimation of t € R™ satisfying ||t — t[|cc < 55 and
IIt]] < 2U.
(4) Let1/5>¢ >0 and let S C R" be a conver set satisfying Bp,. €S C By.
(5) Suppose we can perfectly uniformly sample in (1 + 4e)S N % Z" within ez-
pected time T'.
(6) Additionally, suppose we have an oracle Op that can decide, on input v €
Z", whether Bv € S+t or not.
Then we can sample v € Z™ such that Bv is perfectly uniformly distributed in
(S+t)NBZ", within expected time poly(T,size(C),log U,log N), using a single call
to O, and with success probability lower bounded by

(1 —5e)SN %27
|(1+5e)S N %27

Proof. (Algorithm description)

(1) We start with processing the shift ¢ € R". We use the approximation ¢ € 3 Z"
that satisfies ||t — ||c < 55 < D/(2n) and hence ||t — #[|» < D/2. We compute
wo = |C7' ] (where |-] means that each component is rounded to the nearest
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integer).

(2) Imitate the approach in Lemma 8.7, (taking ¢ = 1 + 3¢) by sampling u €
+Z" N (1 + 4¢)S and computing ¢ = C[C~'u] until ¢ € (1 + 3¢)S. By the ex-
act same reasoning as in Lemma 8.7, one then obtains a perfectly uniform sample
ceC-Z"N(1+3¢)S.

(3) We compute v = C~te = [C~1u] and we output v+wg € Z™ if B(v+wpg) € S+t
(using the oracle Op). Otherwise output ‘failure’.

(Analysis) In this analysis we will denote b = Buv,by = Bwg,c = Cv and
co = Cwy. We will first show that the output v + wy € Z™ has the property that
B(v + wyp) is perfectly uniformly distributed in BZ™ N (S + t). We will finish the
proof with a lower bound on the success probability and a run time analysis.

By Lemma 8.7, we know that v + wg has the property that C(v 4+ wg) = ¢ + ¢
is perfectly uniform in CZ™ N [(1+ 3)S + ¢o]. Hence B(v+wg) = BC™!(c+cp) is
perfectly uniform in BZ" N [BC~(1+ 3¢)S + bg]. So, since we reject those v + wy
for which B(v+wg) ¢ S+t, it is sufficient to show that S+t C BC~!(1+3¢)S+by.
This is equivalent to CB™!(S +t) C (14 3¢)S + ¢¢ which is in turn equivalent to
CB (S +1t) —co C (1+3¢)S. To show this, take an arbitrary s € S, and put

CB '(s+t)—co=s5+t—co+ (CB™' —I)s+ (CB™' - I)t. (56)

We will now show that ||t —co|| < D, [[(CB~'—1I)s|| < D and ||(CB~!-1)t|| < D,
so that the right-hand side of Equation (56) lies in SEBsp C SH(3¢)S = (1+3¢)S
(where B denotes the Minkowski sum). We have |t — co|| < ||t — ]| + ||t — co| <
D/2 + D/2 since |t —t|| < D/2 by construction and t — ¢y = t — C|[C71{] =
t — C(C7 ' +u) = Cu with u € [-1/2,1/2)". Hence ||t — co| = ||Cu| < D/2,
by assumption. Using the properties of matrix norms, we obtain ||[(CB™! — I)|| =
[(C-B)B™!| <|C-BJ|B7!| < D/U. Combining this with the assumptions
Is|] < U and ||t|| < U, we obtain that all the summands’ norms are bounded by D.

(Success probability) For the success probability, note that, if u € %Z” from
step (2) of the algorithm description were to be in (1 — 5¢).59, a similar reasoning as
above shows that, for v = [C~1u], we surely have ¢ = Cv € (1 — 4¢)S.

We have, by the Neumann series of (I—(I—C~'B))~!, noting that |[[-C~!B|| <
DJU < e < 1/5,

11— -CB) ™ 1| =Y (-Cc'BY| <Y |lI - C'B|

j=1 j=1

IBC™ — 1]

<2D/U.

Hence, by similar computations as above, we can bound the norms of the following
summands:

B(v+wy) =BC (c+cy) —t
=c+(BC ' —DNc+BC ' —Nt+(BC ™ —1I)(co—t)+co—t.
N——"

<D

5 5 5
<3D <3D <3D2/U<D/4

So, since ¢ = Cv € (1 — 4¢)S and all the other summands together have norm
at most 4D and their sum thus lies in Byp C 4eS, we see that B(v + wp) €
(1—4¢)SH4eSCS.
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Therefore, the success probability of the entire procedure is lower bounded by
|(1—5e)SN+Z"| [(1-5¢)SN+Z"|
[(1+4e)SNELzZn| = |(1+5e)SNnEzn|”

(Run time analysis) Note that the additional running time of this algorithm
compared to Lemma 8.7 is caused by the (possible) extra computations on t € %Z"
(which satisfies ||f|| < 2U, which can be at most poly(size(C),log U,log N). The
dependency on n is hidden in size(C). O

Notation 8.9. We define ¢ : [[, Z — Kg, (ns)s — (2o)s by putting

Ty, =Ny, +ing, if v is complex
Tz, =Ny, — Nz, if v is complex (57)

Lo, = No, if v is real
Abusing notation, we will just denote Z™ or [, Z for ¢([], Z).

Corollary 8.10. Let K be a degree n number field, let x € Ky be represented
by rational numbers, let b € Ty be an ideal and let m = momy, be a modulus. Let
w € Q>1 and letr = 48-w-b2/P.n /2. | A |2n - N (zbmg) 7 . Let Bym, = (by,...,by)
with b; € Kg (i.e., in the Minkowski space) be a basis of bmgy satisfying

|z - by]] < 2n-b>/2 .\, (z-b-mp)
Let 7 € K™ satisfying ||x7|| < r. Then we can perfectly uniformly sample from
z(bmg 4+ 7) NrBL,.
within expected time poly(n,log |Ak|,size(b), size(m), size(z), size(w))

Proof. We apply Proposition 8.8. For this, we need to satisfy all requirements (1)
- (6) in Proposition 8.8. We start with (1) and (4), then proceed with (2), (3),
(5) and (6). Note that Proposition 8.8 only outputs some v € Z™, but because the
elements in 2(bmg + 7) can be symbolically represented, we will see that such an
output v = (v1,...,v,) € Z™ can be converted into x 2?21 Bjvj + 21 where 8; € K
is the element in bmg associated with the basis element b;.

Requirements (1) and (4). Since a uniform sample from z(bmg + 7) N rBL
can be simply obtained by taking a uniform sample of zbmg N (rB], — 27) and
adding z7 afterwards, we concentrate on taking a uniform sample from this latter
set. Recall that

rBL, ={(20)s € Kr | |2,] <7 and x,/0(7) > 0 for real o | m}.

Hence we can write 7B, = (rl)oBoo +t' = S +t' with . = r/2 for real o | my
and r, = r otherwise, and ¢/, = r/2 for real 0 | my and ¢, = 0 otherwise; and

S = (r)Bso (which is a convex set). Then, putting ¢ := ¢’ — z7, we have

rBl, —ar =S+t —xr =85+t

Note that ||z - b;|| < r/(24n?) (by the definition of 7 and Lemma 2.13(ii) and (iv);
see also Equation (61)). Hence, writing D = 2%, ||z - b;|| < 7/(12n), we see that
Benp € By ja €S C B, and [|t||oo < [|t']| + ||27|| < 2nr. So, taking € := 1/(6n) and
U := 2nr satisfies the requirements (1) and (4) of Proposition 8.8.

Requirement (2) and (3). Let us first compute an upper bound on U/D. We
have (see Lemma 2.13) Ay (xmgb) > /n N (xmgb)/™ and hence D > 2n3/2 N (xmgb)*/™.
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Hence, since U = 2nr, and b'/P < el/e,
(2-n)-48-w-b2/P . 72 | A |z - N (zbmg)w

D <
U/D < 275/2 - N (zmob)1/n

=48 - w- e . n® | Akl
(58)

We need to (efficiently) approximate C € +Z" with |[C—B|| < |B~!||7'-D/U,
with B = 2Bpy,. For that it is sufficient” to choose N > n - |[|[B~!| - U/D. Using

Lemma 24.2, noting that A, (z - b-mg)/A(z-b-mg) < |Ax|" (see Lemma 2.13)
and bl/P < el/e, we obtain

B~ < ™A (zbme) - | ]
j=1

< P Ag] - (20)" - e27e, (59)

2n - b2"/P .\, (x - b - mg)
)\j (l‘bmo)

Combining Equation (58) and Equation (59), instantiating

N :=[n- 02 Ag|- (2n)" - €2/ 48 - €2 . B Akl >n-||B7Y™'-U/D
(60)

we can certainly compute such approximation C within time poly(n, log(N), log(r))
for such N (since ||zb;|| < 7). Similarly, for requirement (3), we can efficiently
compute ¢ € +Z" satisfying |t — || < 1/(2N). Since 1/(2N) < D/2 < U we
certainly have ||| < 2U.

Requirement (5). We can efficiently and perfectly uniformly sample in +Z" N
(1 + ¢)S for every ¢ > 0 (where we understand Z™ — Kpg as in Notation 8.9) by
simple rejection sampling (where the ‘circles’ associated to the complex places are
done one-by-one). Indeed, for this N, the uniform random sampling in (1 + 4£)S5 N
+Z" (with € = 1/(6n)) has bit complexity O(nlog(rN)).

Requirement (6). For the implementation of the oracle O,g, mg» 1t 18 enough to
show that we can efficiently decide for any rational number g € Q, integer k € Z~g
and any embedding o of K, whether an algebraic number 8 with 8 € bmg satisfies
lo(zB)| > g'/* or |o(xB)| < ¢g*/*. Indeed, this holds since the set S is entirely
defined in terms of these (absolute values of) embeddings. By putting k =2-b-n
we can write r = ¢'/* for some rational r. The existence and the effectiveness of
such an oracle is precisely the object of Corollary 8.4; it is clear that it runs in
expected time poly(n,log |A k|, size(b), size(m), size(x), size(w)).

Bit complexity Since log(r),log(N) are both poly(n,log |A k]|, size(b), size(m),
size(z), size(w)), a single run of the algorithm takes bit complexity poly(n,log |A k],
size(b), size(m), size(x), size(w)). If the success probability of a single run is bounded
from below by a constant, the entire algorithm (until success) has the same expected
bit complexity. It thus remains to show that, for the box S = (7 )Bw, € = 1/(6n),
and N as in Equation (60), the success probability is lower bounded by a constant.
We have that the success probability is lower bounded by (using Lemma 2.8 with
¢ = (min, |7,])~" and (the r of that lemma) r = (1 & 5¢) € [g,2])

(1 —5e)SN %27 N (1 —5e)"|S| Ne—12ne N (1 —1/n)ne1one R
[(1+55)SN&Z7 = (1+5¢)"[S| Nretre = (14+1/n)» = -

"We have ||A| < |AllF = (>4 |A;;]%)'/? (Frobenius norm) and hence approximating B by
C € N~1Z"X" yields a C for which |C;; —B;;| < N~! and hence |[B—C| < |[B—C||r <nN~L
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Algorithm 1 Uniform sampling in x - ((b +~) N 7K™ NrBy

Require:

An LLL-reduced basis of O,

A modulus m = mgm, of the degree n number field K.
An ideal b € T},

An element v € K,

An element 7 € K™,

A block size parameter b € Z, with 2 < b < n.

A element = € K,

A real number w € Q>1.

Ensure: A uniformly distributed element 8 € z - ((b + ) N 7K™!) N 7B, with
r= 48w bPP T2 A |3 N (wbmo) 7.

1: Defining the radius of the ball.
Define 7 = 48 - w - b2/® . nT/2 . |Agc|2n - N (zbmg) ™.

2: Obtaining a short basis of zbm,.
Apply Lemma 8.5 to obtain a b-BKZ reduced basis Bpm, = (b1,...,by) of bmg
that satisfies

|2 - | < 2n- b2 X\, (z-b-mp)
<2n b2V /- |Ag PP N (zbmg) ™ < r/(2402), (61)

where the second inequality follows from Lemma 2.13(ii) and (iv) and the third
from the definition of r.
3: Computing a new shift v, to take account for the modulus.
Compute vy € b+ such that v = 7 modulo mg, which is possible by the fact
that b and mg are coprime. If my = O, we put vm = 7.
4: Reducing the shift ~,, modulo the short basis of bm,.
Reduce v € K modulo this b-BKZ-reduced basis (b, - - ,b,,) of bmy, yielding
Yred € Ym + bmg. That is, write ym = >, t;b; and put yea = >_,;(t; — [ti])bi-
5. Sampling an element in z - ((bmg + Yreq) N TBL.
Using Corollary 8.10, sample 8 € - ((bmg + Yrea) N rBL,.
6: return f.

since ¢ = (min, |r7])~! < (r/2)71 < 1/(24n). O
8.5. Algorithm for sampling in a box intersected with an ideal lattice.

Lemma 8.11. Let K be a number field, let m = momy, be a modulus of O, let
T € K™ Letb eIy be an ideal of K coprime with mg and let v € K be a shift.
Let vm € b+~ such that v = 7 modulo myg.

Then

(b+7)NTK™! = (bmg + ) N TKRE>
Proof. By scaling up b,y, 7 by an integer M € N+ coprime with mg, we can assume

that they lie in Ok. It is then enough to show that (Mb + M~y) N MTK™! =
(Mbmg + Mrym) N MTKZ ™.
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We start with inclusion to the right. Since Mb + M~y C Ok, we have that
a € (Mb+ My) N MTK™! satisfies « = MBS+ M~y = M7 + p with 3 € b and
€ mg C O. Additionally o(a)/o(7) > 0 for real o | ms (since multiplying with
M does not change the sign of o(7)).

By the definition of v, € K, we have v, € b+ v and v, € mg + 7. Hence
a — M~y = 0 mod both Mb and mg. Hence a = M7, modulo Mbmy, i.e.,
a € Mbmg + Myy. Also, o(a)/o(r) > 0 for real ¢ mod my, so o € TKR ™.

The inclusion to the left can be done similarly. Any o € (Mbmg + M~y,) C Ok
satisfies @« € Mb + M~. Also, since @« = Mym = M7 mod my and o € TKg™, we
have o € M7TK™!. This concludes the proof. O

Proposition 8.12 (Correctness and efficiency of Algorithm 1). Let K be a number
field of degree n, let m = momy, be a modulus of Ok, let b € I be an ideal, let
v € K be a shift, let T € Ok be coprime to mg, let b € {1,...,n} be a block size
parameter, let x € Ky be represented by rational numbers, let w € Q1 and put
r=48-w-b2/P . nT/2 . | Ag|zm - N(xbmg)n .

Then, the randomized algorithm Algorithm 1 samples from a uniform distribution
over z - ((b4+7) NTK™Y) NrBs. Moreover, this algorithm runs in expected time
poly(n,log |A k|, size(m), size(b), size(), size(T), size(x), size(w)).

Proof. The correctness of the algorithm follows from Corollary 8.10 and Lemma 8.11.
The only thing that needs to be checked is that 7yeq satisfies ||z7eq|| < . We have
Yred = p_; Cib; with ¢; € [=1/2,1/2), hence |[zyrea|| < D, |cil[|lzbs]| < 7, since the
basis was BKZ-reduced (see line 2).

We conclude the proof with the estimate on the running time. In line 1, a mere
instantiation of the radius r is given.

In line 2, a short basis of zbmg is computed using a BKZ-like algorithm. This
takes, by Lemma 8.5, time poly(b®, size(b), size(my), log | A k|, size(z)).

In line 3, a v, € K is computed satisfying v, € (b +7) N (mg + 7). For
this, it suffices to compute elements § € b and p € mg such that §+ p =1 (by
putting vm = 78 + ). Such a pair (5, 1) € b x m can be found by applying the
Hermite normal form to the concatenated basis matrices of b and m [23, Proposition
1.3.1). This requires O(n®log(M)?) time [72], where M is the maximum entry
occurring in the basis matrices. Clearly this overall process takes time polynomial
in n, size(mg), size(y) and size(b).

In line 4, this element ~,, is reduced modulo bmg, which takes time at most
poly(size(b), size(mg), size(y)), since size(ym) = poly(size(b), size(my), size(7)).

Lastly, in line 5, a uniform sample is taken, following Corollary 8.10. The ex-
pected bit complexity then follows. O

9. IDEAL SAMPLING

9.1. Introduction. In this section, we prove the main result of this part, Theo-
rem 9.5. Recall the task at hand. Fix a family of ideals S. Given an ideal a, find
B € a such that fa~! € S-Sp with probability proportional to the density of S.
In Section 6 is proven that the input ideal lattice a can be randomized so that
its Arakelov class is uniformly distributed. For such random ideal lattices, by Sec-
tion 7, the event fa~! € S-Sp happens with the anticipated probability (the ideal
density of §) when § is sampled in a large enough box. Subsequently, we proved
in Section 8 that one can efficiently sample from such a box. Combining these
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results together leads to Algorithm 2 and Theorem 9.5, of which the latter can be
informally rephrased as follows: There is an efficient way to sample § € a satisfying
Ba~—!t € S-Sp with a provable lower bound on the sampling probability.

In the proof of Theorem 9.5 we require three technical results, which are in the
later separate Section 9.3 and Section 9.4. The first of these three results is a
lemma that states that part of Algorithm 2 is exactly a random walk as in Theo-
rem 6.4, applied to the input ideal lattice y - b. This allows to apply the density
result as in Theorem 7.1. The second result consists of a lemma that states that a
distribution D on DivY . for which holds that the ‘folded’ distribution [D] is close
to uniform in Pic% ., the original distribution D is close to some Dy on Diviem
satisfying [Dy] = U(Pic%w). This allows for the statistical argument that we may
assume the ‘randomized’ ideal lattice being drawn from Dy rather than the original
distribution D, for the cost of a small error coming from the statistical distance.

The last of these three results is Proposition 9.12, which shows that the output
distribution of Algorithm 2 and that of the ‘continuous variant of Algorithm 2’
(which is to be specified precisely later) are close. This result is very useful because
some algorithmic properties are much easier to prove for this ‘continuous variant’;
this closeness of the output distributions then show that these properties must also
hold for the original variant of Algorithm 2, though with a small error due to the
slight difference between the output distributions of the two variants.

9.2. Ideal sampling.

Definition 9.1. We denote by 8§ the set of B-smooth integral ideals coprime with
mg and whose prime divisors lie in the subgroup G C Pic(l)(m, i.e.,

S§ = {a ideal of Ok | p | a implies p t mg, N'(p) < B and [d°(p)] € G}.
For G = Pic%w we just get the set of smooth ideals S coprime with mg.

Notation 9.2. Let m = mgmy, be a modulus of K and let T € Ok be an element
coprime with mg. Then we denote

TKR>= = {(25)s € Kr | sign(z,) =sign(o(7)) for all real o | muo}.

Alternatively, this set consists of all (v5); € Kgr for which holds x,/o(7T) > 0 for
all real o | Moo

Notation 9.3. Let H = Log(KQ) be the hyper space of the number field K, i.e.,
H={(zv), € H| >, x, = 0}. Let (v1,...,vr41) be an ordering of the places
(with v + 1 = ng + nc). We denote Zy C H for the integral lattice with basis
By = (v, —€uyr-v €y, —€uppyse oy, — €y, ), where ey, is the standard basis.
It satisfies M\ (Zg) = M\e(Zg) = V2 and hence cov(Zg) < n.

We will denote H = %ZH for the ‘discretized’ hyper space, where § > 0 is some
grid parameter. We then have cov(ﬁ) < 4.

Lemma 9.4. The output distribution of Algorithm 2 is independent of the absolute
value of the norm | N (y)| of y, and independent of the signs (and complex phase)
of the entries y, of y = (yo)s € Ky .

Proof. The variable y only occurs in lines 6 and 7. The element B is perfectly
uniformly random over ((A, - Yo)o - [b N TK™]) N7 - N(yb)/™ - Bo. Hence,
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B = (A7 -y ')s - B is uniformly distributed over
([onrE™') nr- (A7 g o - [N ()™ - N (0)" - By
= ([bnrE™ ) nr- (A7 1°)5 o - N(B)V/™ - Bu,
where 3° := y/| N'(y)|"/". Hence, the algorithm depends on y° and in particular
not on | NV (y)|. Since the set By, is symmetric around zero, the signs (and complex

phases) of 2 (and hence of ) do not have any influence on the set (A>1-(y°);1), -

N ()Y . B. 0

Theorem 9.5 (ERH, Ideal sampling theorem). Let K be a number field of degree
n, let m = momy, be a modulus, let G C Pic(}(m a finite-index subgroup of Pic?{m
and let Og be an oracle that on input an ideal ¢ outputs whether [d°(c)] € G or not.
Let b € Tk be an ideal coprime with mg, let 7 € K™ (see Section 2.4) satisfying
[(7)] € G, and lety € Ky be represented by rational coordinates. Letb € {2,--- ,n}
be an integer, let 0 < ¢ < min(1, %) be an error parameter and let w € Q>1. Let S
be a set of integral ideals coprime with my, satisfying [d°(S)] C G — [d°(b)].
(A) Correctness. Algorithm 2 outputs an element 8 € b such that
e (B)-b7les S,
e BeTK™! (ie., ordy(B—7) > ordy(mg) for all p | mg and o(B/7) > 0 for
all real o | mso ),
o [N(B)<N(b)- BN 1"
with probability at least
N(mg) [Pickm : G
$(mo) 3
Here, B = 6([Pic(}(m : GJ?> - n? - [n? - (loglog(1/e))? + (log(\AK\J\/’(m)))ﬂ), N =

[7n+log(N(m))+log | Pickm | —log[Pickm : G]+2log(1/e)+1] as in Corollary 6.5,
r=48-w- b2/ nT/2 | Ag| 2 - N(mg)w, and N(m) = 2™l N (mg) with |mg| being
the number of different real embeddings dividing m (see Section 2.4).

(B) Running time. Furthermore, Algorithm 2 has a bit complexity of poly(b,
log | A k|, size(b), log(1/¢),log(N (m)), [Pic%w : G], size(y), size(7), size(w)) and uses
at most poly(log |Ak|,log N'(m)) - [Pickw : G] queries to Og.

[Pic%m el
3

“os[r] —e > <ds[r"] —e. (62)

Proof of Theorem 9.5 (A) Correctness. This proof is structured as follows. We will
assume, purely for the sake of argument, that lines 4 and 5 in Algorithm 2 are
replaced by the following,

“Sample a = (ao)s ¢ Grrs and put (Ay)e = (€™ 97),". (63)

and that y € K is replaced® by y° = y/| N (y)|'/™ (so that b = Log(y) € H).
This is indeed purely for the sake of argument, since these changes renders this
algorithm unprocessable by a computer, due to the real arithmetic. We will show
two things: (1) After these changes, which we will call the ‘continuous version
of Algorithm 2’; both the correctness and the success probability claim as stated
in Equation (62) of (A) do hold (but with £/2 instead of €); and (2) the output
distribution of this ‘continuous version of Algorithm 2’ is €/2-statistically close to
the output distribution of the ordinary (or discrete) version of Algorithm 2 (that

8Note that this particular change of y by y° does not impact the output distribution, by
Lemma 9.4.



48 K. DE BOER, A. PELLET-MARY, B. WESOLOWSKI

is, without the changes on y and line 4 and 5). Together, we may then conclude
that the correctness and success probability claim holds for the ordinary version of
Algorithm 2, which is what we aimed to show.

Part (1): Showing the correctness and success probability for the
‘continuous version of Algorithm 2’. We assume that lines 4 and 5 from
Algorithm 2 are replaced by Equation (63) and that y € KQ. We will denote
b =Log(y) € H. Then, by Lemma 9.8, which we will treat later, the ideal-element
pair ((8)b~1,8) € I® x b from Algorithm 2 is distributed as

((a) -Exp(—a), « - Expm(faoo)),

with a < W = Wg(N, B, s) + d°(b) + b and subsequently a + Exp(a), N 7B
uniformly. Here W = Wg(N, B,s) + d°(b) + b is the random walk distribution
starting on the point d°(b) + b € Divm (see Definition 6.1). Here, Exp(a), is
defined in Definition 5.2 and b € H C Divim.

For the random walk distribution W = Wg(N, B, s) + d°(b) + b on Div}w with
these parameters (N, B,s) holds that [W] on Pickw is £/2-close to the uniform
distribution U(G + d°(b)) on the coset G + d°(b) in the total variation distance.
So, allowing an error of €/2 we may as well assume that a instead comes from a
distribution D on Div¥%. that satisfies [D] = U(G + d°(b)) (see Lemma 9.9).

By applying Theorem 7.1, using that [(7)] € G, one then obtains that the prob-
ability that (8) - b~! = () Exp(—a) € S given that 8 = aExp, (—a) € TK™!
(which is precisely the way how « is sampled) is at least /;/((:(?)) %;:G] Oslr]—e/2.
From the fact that b = b 1, pj with p; f m, [d°(p;)] € G, and N (p;) < B, we have
that (3) - b~ € S-S§ in that case, and the probability claim of Equation (62)
(with £/2 instead of €) follows.

We finish part (1) of this proof by showing that the output 8 € b of Algorithm 2
satisfies all bullet points of the theorem. By lines 6 and 7 it follows that 3 € TK™!.
By line 6 it follows that 3 € - N (b)Y/™ - By, hence | N(B)| < r™ - N(b) < r™. BN .
N(b). Since the Gaussian distortion (A4,), (in the ‘continuous version’) does not
change the norm (as a € H), we have | N'(8)| = | N(B)].

Part (2): Showing that the output distribution of the ‘continuous
version of Algorithm 2’ and the discrete version are ¢/2-close. By the
proposition in Section 9.4, together with the fact that the discrete Gaussian in line
4 is approximated within statistical distance /4, we conclude that with the choice

of the ‘grid parameter’ § of H in line 4 of Algorithm 2, the statistical difference
between the ‘continuous variant’ and the ordinary variant of Algorithm 2 is at most
e/d+e/d=¢/2.

Hence, the success probability of the ordinary Algorithm 2 as in the theorem
statement is lower bounded by

N(mo) [Pic?{m : G] N(mo) [PiC?(m : G]
¢(mo) 3 ¢(mo) 3

as was required to prove. O

Soslrl—e/2—¢/2= o5’ — e,

Proof of Theorem 9.5 (B) Running time. In the following complexity analysis, any
complexity that is within poly(log |Ag|, size(b),log(1/¢), log(N (m)), [Pickm : G,
size(y), size(7)) we will call ‘polynomial in the size of the input’. Note that log B
and N are poly(log|Ax]|, size(b), log(1/e), log(N(m)), log([Pic%w : G])), so any
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complexity polynomially bounded by log B and N must be polynomial in the size
of the input as well. We can omit the dependency here on |G| since log|G| <
log | Pic%m | < log(|Ax| N (m)) (see Lemma 5.1).

We go through lines 1 to 7 of Algorithm 2. Line 1 just initializes B and N and
s. Line 2 uses Lemma 5.4 N times to obtain the random primes pq,...,px. This
takes complexity O([Pickwm : G]-n?-log?(B)-N) and O(N - [Pic%w : G]-nlog B) =
poly(log |Ak|,Jlog N'(m))) - [Pic%m : G] queries to Og.

In line 3, b is multiplied by the N sampled prime ideals. Multiplication of two
ideals can be done by LLL-reducing the n? x n matrix involving all products of the
Z-generators of the respective ideals, taking bit complexity O(n''log(M)3) [59],
where M is the maximum entry of the matrix involved. This multiplication is done
with NV ideals for which log(M) is bounded by poly(log |A k|, size(b),log(B)), which
means that the total bit complexity of this ideal multiplication is in polynomially
bounded in the size of the input. An alternative way to see this is by using the
two-element representation of ideals (e.g., [26, §4.7]).

Line 4 requires to sample d from an approximate discrete Gaussian G 3By /450

in H = 27y as in Lemma 2.22 (with By as in Notation 9.3), which is within
statistical distance g := £/4 of an exact discrete Gaussian. Indeed, observing that
the maximum length of the basis of 2Zy (see Notation 9.3) is at most v/26/n we
see that certainly (see line 4)

s> 8y /R BRTETE)) > \/10g(4/6) + ilog(n) +3 \/35'

This, according to Lemma 2.22, takes expected time polynomial in the input size
and log(1/e). Since the input size is poly(1/0) = poly(n,log|Ak|,log(1/e),log(w))
this Gaussian sampling algorithm has a expected bit complexity of poly(n,log |A k],
log(1/¢),log(w)). Note that, by Lemma 2.22, the length of ¢ cannot exceed s -
/nlog(2n2/e).

In line 5 we need to approximate (e”;cr1 ds), by rational (A,), such that the
relative multiplicative error is small enough. Since the length of d does not exceed
s-y/nlog(2n?/e) (note that s = 1/n?) we clearly see that min, G, cannot be smaller

than e/(2n?) < e~ V1°8(27*/¢) Hence, approximating (A, ), as in line 5 can be done
in time poly(n,log(1/6),log(1/e)) which is poly(n,log|Ak|,log(1/¢),log(w)). Note
that the size of (A, ), itself is also bounded polynomially in these latter parameters.

Line 6 requires Algorithm 1, which uses expected bit complexity at most poly(b®,
size(b), size(mg), log | A k|, size(y), size((A, ), ), size(7)). Note that size(b) = poly(size(b),
N,log(B)). Proposition 8.12 can be applied here because we have r - N'(b)}/" -
[N ()] =48 -w - b2/> - n™/2 - [Ae|m - N (mo)w - N(B)7 - | N (y)].

The last line, line 7, only multiplies 8 with (A; '-35 1)s, which has bit complexity
polynomial in size((As) o, (Yo ) size(B)) which is polynomial in the size of the input,
as size(3) must be poly(r, size(b), size(y), size((Ay )y ).

Therefore, all steps require a bit complexity at most polynomial in the size of the
input and b°. The total number of queries to O is at most poly(log |A x|, log V' (m)))-

[Pic(}(m el 0

Remark 9.6. If m = Ok, we have N'(m) = ¢(m) =1, and K™ = K™! = K*. In
this case, TK™1 = K*
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Algorithm 2 Sampling of 3 € b such that 3 € TK™!

Require:

An LLL-reduced basis of O,

A modulus m = mgm,, of the degree n number field K.

A finite-index subgroup G C Pic%m7

An ideal b € Z coprime with mg,

An element y € K,

An element 7 € K™, satisfying [(7])] € G,

An error parameter € > 0.

A block size parameter b € Z, with 2 < b < n.

An oracle Og that on input an ideal ¢ outputs whether [d°(c)] € G.
An element w € Q5.

Ensure: An element 5 € b

1:

Let B, N be as in Corollary 6.5, put s = 1/n? and put r = 48 - w - b2n/b. n7/2.
Sample N random prime ideals pi,...,pny uniformly from the set
{p prime ideal of K | N(p) < B,p { mo,[d°(p)] € G}, using the oracle Og
and Lemma 5.4

Multiply b by these N random prime ideals p;, obtaining b="b- Hj pj.

: Sample, using Lemma 2.22; an approximation of the discrete Gaussian

a= (dU)U «— g%BH,Eg,S,O

with error parameter eg := &/4, where %BH is a basis of H = %ZH (see
Notation 9.3) and

5= (e/40)4m+1 - s
Cown el | Ag| - /nlog(2n/(c/40))
Compute a rationally represented (4,), € K§ such that
max |A, /e"ve e — 1] < §/(2n),

where n,, = 2 if o is complex and 1 otherwise.
Sample, following Algorithm 1 with input v = 0, a uniformly random element

Be ((Acr “Yo)o - [5 ﬂTKm’l]) nr- |/\/(y)\1/” ,N(E)l/n By,

return = (4;'-y;1),-Beb.

g

Remark 9.7. The requirement [(T)] € G is not necessary. The same proof and
algorithm applies for arbitrary [(7)]; but, as B € 7K™, we have [(B)] = [(7)].
Hence, if we do not assume [(T)] € G, the property [(B)] € G is generally not valid
anymore.

9.3. Two help lemmas. The following two lemmas are used in the proof of The-
orem 9.5. The first of these lemmas shows that part of Algorithm 2 consists of a
random walk, whereas the second one shows that one can replace the random walk
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distribution over Div};w with a close distribution Dy whose “folded analogue’ [Dy/]
in PicYw is uniform.

Lemma 9.8 (The ‘continuous version of Algorithm 2’ mimicks a random walk).
Let m a modulus, let N,B,s and r as in Algorithm 2 and let Wg = Wg(N, B, s)
be the random walk distribution on G C Pickw (see Definition 6.1). Let W, be
the distribution on (o, a) € Kg x Diviem obtained by sampling a < Wg(N, B, s) +
d°(b) + b with b = Log(y) where y € K2 followed by sampling

a € Exp(a), NrBy

uniformly. Then the pair ((ﬂ) . 5’1,[3) € IR x b obtained by running Algorithm 2
where lines 4 and 5 are replaced by Equation (63) (coined the ‘continuous version’),
follows the same distribution as ((a)-Exp(—a), - Exp(—ax)) with (o, a) < W,.

Proof. Both the distribution W¢ and the ‘continuous version of Algorithm 2’ (where
lines 4 and 5 are replaced by Equation (63), as in the proof of Theorem 9.5) involve
the following two random processes: picking N uniformly random primes from
{p € I%® prime | N(p) < B and [d°(p)] € G} and sampling a Gaussian a =
(av), € H; both with the exact same parameters. Without loss of generality,
we can therefore focus on one fixed sample {p; | 1 < j < N} of primes and
one fixed vector a = (a,), € H. This means that we consider the fixed a =
Zj-vzl d°(p;) + a + d°(b) + b € Divin for the procedure involving W, and the

fixed ideal b = b H;V:1 p; and distortion Exp(a + b) = (€"ve (%o t0%0))  (recall that

(Yo)o = (e";«r1 b2a),: note that, by Lemma 9.4, we may assume that the entries of y,
are all positive) for the procedure involving the ‘continuous version of Algorithm 2’.
Then, writing b = A (b)'/" and b = Exp(a¢), we have

Exp(a), = Exp(a +b)(bN 7K™ /b and Exp_ (as) = Exp(a +b)/b

Thus, o Exp(—ae) for uniformly random « € Exp(a), NrBy is distributed as

Expo(—ax) - L{( Exp(a), N rBOO) (64)

—Exp(—a —b) - Eu(Exp(a +b)(bNTK™) /b ﬂrBoo> (65)
EXPo (—80c) Exp(a)-

:u((E A 7K™ N Exp(—a — b) -B-TBOO) (66)

which is exactly the distribution of 8 € b in Algorithm 2 for fixed b and (a,),. It
follows that

(@) Exp(—a) = () Expoe (—acc )Exps(—ar) = () Exp,g (—as) /b
is distributed as (3)b~!, which finishes the proof. O

We will need the following ‘lifting’ lemma, which states that the random walk
distribution We(N, B, s) over Diviw is close to a distribution D such that the class
[D] is uniform over a coset G' C Pic%m.

Lemma 9.9 (Lifting property of distributions). Let G C Pickw be a finite-index
subgroup and suppose that a distribution D : Divhw — Rsq satisfies ||[D] — U(G +
b1 < e for some coset G + [b], where b € Pickw. Then there exists a lifted’
distribution Dy : Divgm — R>q such that [Dy] = U(G + [b]) and |D — Dyl|1 < e.
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Proof. Put
D .
Dy(a) = {Vo11<c:> iy i (D) # 0

u otherwise
for some u : Divim — Rsq that satisfies [u] = VO%(G) -1g € L1(Pic%w). Then, one
can check that [Dy] = Vo%(G) -1 is uniform on G + [b]. Furthermore, writing F
for a fundamental domain in Divln for Pic%m, we have
ID - Dyl =/ Y. [P+ (a) - Dula+t (a))da
acl €K™/ pma
Loy ([a])
- D] ([a]) — ~SEL %)
/[a]EPic?{m [ ] [ ] VOl(G)

The first equation holds by definition, the second equation by the fact that the sign
of (D(a+ (o)) —Dy(a+ (a))) depends (by construction) solely on the coset [a]. O

d([a]) = [[P] - U(G + [b]) [l <e.

9.4. Statistical distance between the ‘continuous variant’ and the ordi-
nary variant of Algorithm 2. In this subsection we show that there is only a
small statistical distance between the output distributions of the ‘continuous vari-
ant of Algorithm 2’ (where lines 4 and 5 are replaced by Equation (63)) and the
ordinary variant of Algorithm 2 (with no changes). This result is used in the proof
of part (A) of Theorem 9.5 and in the proof that Algorithm 2 is almost-Lipschitz
in the later Lemma 10.6.

To prove the closeness of these two distributions, we fix all the input parameters
and compare the two output distributions; where we note that we may assume that
y € K and that the entries of y are positive, by Lemma 9.4. By the law of total
probability, it is enough to show the closeness of these two distributions for a fixed
sample of the primes {p;} (as in line 3), and hence a fixed ideal b. Indeed, the
difference between the two distributions can be attributed solely to the way the
Gaussian a = (a,), € H (discrete or continuous) is sampled and the influence it
bears on the uniform distribution of /.

Though the input of Algorithm 2 is given in terms of an ideal b and an element
y = Exp((b,),) € K2 with b € H we will often consider the divisor a = d°(b) + b as
input instead. As this is a one-to-one correspondence, and is used only theoretically
(for cleanness of notation), no harm is done.

By a similar computation as in the proof of Lemma 9.8, one can deduce that the
output S is distributed as (denoting b = Log(y) € H)

U((BN 7K™ N Exp(— Log((As)) = ) - N (B)/" - 1B ) ©7)
=y~ U((y- (5N TE™") N Exp(~ Log((4,),)) - N(6)"/" - 1Bx)  (68)
=y U((y - (bmo +7)) N Exp(— Log((4,),) - N ()" -7BL)  (69)

both in the ‘continuous version’ as in the ordinary version (since the definition of
(As)os € Kr changes accordingly). Equation Equation (69) follows from Lemma 8.11;
where B, = Boo N TK™0 (see Notation 9.2). Note that from Equation (69) follows

that (A, ), has only an influence on the shape (‘skewness’) of the box N(b)'/™-rBZ,

where the uniform sampling takes place. All other things are equal; hence we in-

troduce the following notation.
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Notation 9.10. Fora € H, we denote U, for the uniform distribution over the set
(y(bmo+7)) NExp(a)-N(b)/" - 1B, where r = 48-w-b2"/*.n7/2. | A |2 - N (mg) =
with w € Q>1; as in Algorithm 2, i.e.,

Uy = U (- (bmo+7))NExp(a) N (B)/*rBL, ) = U( (- (Bmo+7))"Exp(a) roBL, ).

where we write rg == N'(b)/" -1 =48 - w - b2/P . nT/2. |Ag|3n - N(bmg) . Note
that, for yB € y(bmg + ) N 7Kg, we have that

Ua[yB] > 0 <= log o, (yB)| < logre +n,, ta, for all v
where n,, = 2 if v is complex and 1 otherwise. We denote
Sys ={a€ H |n,'a, >loglo,(yB)| —logry for all v}.
Le., we have, for yB € y(bmg +~) NTKR>= and a € H,
a € Syp < yp e Expla) - roBL, < Uy[B] > 0.

We denote 0Syg for the boundary of Syg; note that this boundary is a subset of
r = dim(H) hyperplanes in H of dimension T — 1.

In the ordinary variant of Algorithm 2, an approzimation (As)s of (e";old”ﬂ)g
with @ € H is computed, hence leading to a slight error. For ease of notation we
denote (Ay)y = BExp(a) = (e”;zrld")g. By construction (see line /) we have (for
0<1/2)

& — @2 < nmax|log(Ay) — log(e™s io)| = nmax |log(A,, /"= @) (70)
<nmaxlog|l —¢| <2n-6/(2n) = 0. (71)

So, the ordinary variant of Algorithm 2, with fixed choices of primes {p;} leading
to b, has output distribution

> Ui, (@) = 3 Us(=) - G o),

acH acH
whereas the ‘continuous variant of Algorithm 2’ (with the same choices of {p;}),
has output distribution

/aEH UsGHr s(a) = /GGH Ua(—) - Grr.s(a).

Lemma 9.11. Using Notation 9.10, let § > 0 be a distance parameter and denote
Bs(a) C H for the 2-ball of radius § around a € H (where we denote By := B;(0)).

Then, for a & U, seyomosr) (0Sys B Bs) and a’ € Bs(a),

Uy = Uy

Proof. For a ¢ 0S5 B B; holds that Bs(a) N dS,s = 0. Hence for all a’ € B, the
status of yB € % - N'(b)/" - roBZ, (where 7o = N'(b)}/" - ) does not change.
Hence, if a ¢ U, pey(bmotry) (0Sys B Bs), the entire distribution Uy—or = U, is
constant for a’ € Bs. This concludes the proof. O
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Proposition 9.12. Using the notation of Notation 9.10, let 1/(2n) > & > 0 be an
error parameter. Let s > 0 be a Gaussian parameter and let H C H be a full-rank
lattice whose Voronoi domain F' satisfies

2
€4n s+1 |

wm - el0n? | Ak - y/nlog(2n/e)

S

= <
6 i= ma [al] < (72)

Then

/ UrGh s(a)da — Z UG (@) < 9e
acH

acH 1

Proof. Writing F for the Voronoi fundamental domain of the lattice H, using the
identity AB— A'B' = (A— A")B+ A'(B — B’), the triangle inequality and the fact
that ||z (|1 = 1, we obtain

/ L{mgH,s (a)da - Z u&gﬁ,s (a)
acH

ZiEH 1
G ,(d)
< a a — U= :
o oot o) iyt
ae 1

G (@)
< uii a_u& g ,8 i+ a)d +/ ’g ,8 a + - 2
/ o 2o W =talh G ydoe [ 52 |G- = i

(€] (1)

(73)

We will bound the parts (I) and (II) separately, starting with (I).

Bound on (I).

In the following sequence of inequalities we use respectively Lemma 9.11 (in com-
bination with Equation (70)), cov(H) = max,cp ||z|| = 6 and the fact that total
variation distances are always bounded by 2. Also, we use a Gaussian tail bound
(see Lemma 2.19) with radius R := sy/nlog(2n/c) > 26 > 0 (since we can deduce
that § < s/2 from the assumption in Equation (72)). Combining this, writing

Ts = Uypeymotr) (05ys B Bs), we obtain

D[ 3 asa = UslhGaait da<2 [ 3 Qi+ ada (70)
aceF acF

acH acH
a€Ts a€Ts
<9 / G o(a)da < & +2 / .. Gis(a)da (75)
€Tz lal <R

The third inequality follows from the observation that @ + a € 0S5y H Bas if d €
&S‘W B Bs (since a € F C By).

If a € 8S,3H Bys and |ja|| < R, then (for all v) n;'a, >log|o,(yB3)|—logro— R
(since R > 26), and hence log |0, (yB)| < n,ta, +logre + R, i.e., max, |o(yB3)| <
7o - exp(max, a,)ef < rge?® (since we assumed |ja| < R). Recall, by definition,
ro = N(b)Y/™ . r. Hence, by the condition |la|| < R, we may take the union
T2s = Uypey(bmo-++) (0Sys B Bzs) only over those yf satisfying yf € roe?fBy.
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We concentrate for the moment on the Gaussian weight on a single S, 5 H Bas in
the union of T5s5. Note that 0S5, lies in a union of r = dim(H) < n hyperplanes in
H. Denoting P for a hyperplane in H of dimension dim(H) — 1 that goes through
the origin, we have, for all y3 € y(bmg + 7),

/ Gn s(a)da < n/ Gus(a)da <n-erf(26/s) <4n-46/s, (76)
aEasyﬁE‘BBzg GEPEBQJ

where erf is the standard error function of the standard normal distribution that
satisfies erf(z) < %x The inequality in Equation (76) holds because the hyper-
plane P C H going through the origin is the one where P H Bys has the largest
Gaussian weight.

Writing e2™ . Ny for an upper bound for |(y(bmg + 7)) N ree?fB.| for which
we will instantiate Ny later, we combine Equation (75) and Equation (76), and the
assumption in Equation (72) on §, to obtain

8n-e* - Ny-§
a€Ugc, (0S3HBas) gH,s(a)da <e+ =e e
lall<R

(I)<e+2 < 2e. (77)

It remains to show that § as in the assumptions of this proposition indeed satisfies
§<e-s-(8n)"te?F. N;'. We have exp(—2nR) = exp(—2n*/2s,/log(2n/c)) >
exp(—4n?slog(1/e)) = gin’e (where we use that ¢ < 1/(2n)). Also, by a similar
reasoning as in Section 7.2.2, using ro = N (b)'/"r, and the definition r = 48 - w -
b2n/b . nT/2 . |Ag|2n - N(mg) 7, we have

N(b) - 2= . (2m)ne . pn
N(Emo) c v/ |AK|

c [671/4761/4] CAR™ L T . ONR . (271_)n¢; . b2n2/b . n?n/2 . |AK‘

Ny € [6_1/4,61/4] .

And hence Ny < wn.66n2'|AK| since 48n.b2n2/b.n7n/2 <en log(48)+2n? /e+Tnlog(n)/2 <
5" (because log(48) 4 (2/¢) - n+T7log(n)/2 < 6n for all n > 0). Therefore, indeed,

64n2s+1 .5
)
T own - elon? | Ag| - \/nlog(2n/e)
—c.g.e M0t Ants o =60 |Ag|™' - (nlog(2n/e))~Y/? (78)

<e-s- (8n)_1e_2”R . NO_1

Bound on (II)
We still write F' for the Voronoi domain of H. We apply Lemma 9.13 to obtain a

bound on (II). Indeed, by putting A = H and noting that A, (H) < 28 = 2 covy(H)
(see Lemma 2.3) we surely have

2
€4n s+1 |

5 -5
. <
elon? . |Ag| - \/nlog(2n/e) ~ bmn-2-+/nlog(2n/c)

An(H) <26 <

where we use that % > 20mn for n > 1. Now, since 2 - \/nlog(2n/e) >

/nlog(4n/e) the parameter s satisfies the assumptions of Lemma 9.13, hence we
can bound (II) by 7e.
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Combining Equation (73) and the bound on (II), we obtain

| tGnsyia = 3 thgy (@) <o
acH

ae H 1
as required. O

Lemma 9.13. Let A CV be a full-rank lattice, let F be the Voronoi domain of A,
let € < 1/2 be some error parameter and let s > 57+ \/nlog(4n/e) -1 -n- A\, (A).
Then

/ S Gy (b + ) — [FI7G s(0)]da < Te
zeF LeEA

Proof. Note that cova(A) = max.er ||z]] < n- A, (A)/2 (see Lemma 2.3). Using
smoothing arguments, (using that s > /log(2n(1 + 1/¢))/7 - Ap(A)) writing d =
dim(V'), we see that (see Lemma 2.20)

‘F‘_l'gms(f) = gs(e) € [1_2€a 1+25]'8_d'gs(€) = [1_2€a 1+25]'gV,s(€)a

[F'| - gs(A)
where we used that 1 —2¢ < (14+¢)7! < (1—¢)~! <1+2¢ for ¢ < 1/2. Using this,
in combination with the tail bound (both using Corollary 2.18 and Lemma 2.19)

with tail cut parameter R := sy/nlog(2n/e) > cova(A), we obtain

/ Z |Gv,s (0 + x) — |F|7'Gp 5 (0)|da (79)
xEF V=N
< 2t S |Gva(t+ ) — |FI7E - Ga ()] do
xeF leA
[[e1<2R
< 2e + 4de+ Z ‘gv,s(f+ff) *gv,s(é)’dx
a€F e
lel<2R
< 6<€+/ Z gV,s(f‘f‘ﬂ?)'l _ t,:,57r~cov2(/\)~R/ks~2|dx (80)
xEF LEA
lelI<2R
1 A An (A
§66+W§65+W<7& (81)

The inequality in Equation (80) follows from the fact that

2
S
——loggs(t+z) = £+ z|> = [0 +2(¢,z) + ||=|?
€ [I]]* — 4R cova(A), ||£||* + 5R cova(A)]

which follows by Cauchy-Schwarz and the fact that max,cr ||z|| < cova(A) < R.
The last inequalities in Equation (81) follow from |1 — e”| < 2z for < 1/2, and

5mnA, (A)R  5mnA,(A)y/nlog(2n/c) -
52 B s
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9.5. The sampling theorem in arbitrary orders of a number field. The
sampling theorem (Theorem 9.5) is not restricted to the ring of integers Ok of a
number field K. Below we give a quick sketch how to amend the reasoning as to
obtain a similar result for arbitrary orders within K.

Write R C Ok for an order, fp = {z € K | 20xg C R} for its conductor
and Ap for its discriminant. Then we can in fact apply the sampling algorithm
(Algorithm 2) for R in place of O if fg | m. Indeed, for all ideals and elements
involved are assumed to be coprime with fr, there is a one-to-one correspondence
between ideal arithmetic in R and Ok, by the maps 2 — A0k and a — aN R
for ideals 2 of R and ideals a of Og. These maps are compatible with ideal
multiplication, as long as all ideals involved are coprime to fg (e.g., combine [58,
Chapter I, Proposition 12.10] and [3, Chapter 1, Extension and Contraction]).

Lemma 9.14. Let R C Og an order of a number field K with conductor fg.
Suppose that fr | m and that 7 € R. Then replacing every occurring ideal a (that
is, b,p;,mg) by the ideal A = aN R in Algorithm 2 and using only arithmetic in R,
does not change the output distribution.

Proof. We go through every step of Algorithm 2, where we will use that b and
the primes p; are coprime with mg. In step 3 we multiply 8 = b N R by random
prime ideals B, = p; N R satisfying [d°(p,)] € G. Hence we obtain B = bN R with
b=0b]] ;pj. The Gaussian distortion in step 4, is not affected by the specific order

In step 6, we have b N 7K™! = (bmg + 7) N 7Kg > for 7 € b satisfying 7 = 7
mod my (see Lemma 8.11). Since fg | mg, we have that My := mgN R = myg, by the
very definition of the conductor; it is the largest ideal of Ok that is also an ideal
in R. Therefore, 7 € 7 + mg C R, as 7 is assumed to be in R.

So, bNTK™! N R = (bmg + 7) N R. Since fg | mg, we have that BIM, =
(bmg) N R = bmg. Hence, bmy + 7 = BM + 7 C R.

Then it follows that the sampling an output distribution of steps 6 and 7 are the
same as in the original algorithm. O

Remark 9.15. Note that, if only a sub-order R C O is known, the call to Al-
gorithm 1 in line 6 of Algorithm 2 cannot be done with r = 48 - w - b2/2 . n7/2.
|Ag|2n - N(mg)=. Instead, the larger r = 48 - w - b2"/° . nT/2 L |A(R)|2r - N'(mg)=
must then be used, where |A(R)| = [Ok : R]?|Ak]| is the discriminant of R.

10. PROPERTIES OF THE IDEAL SAMPLING ALGORITHM

10.1. Introduction. In this section we will treat several important properties of
the ideal sampling algorithm (Algorithm 2). These properties are phrased in terms
of the output distribution of Algorithm 2, that is, the distribution of § € K on line
5. This distribution has three important properties: having the shifting property,
being bounded and being almost Lipschitz continuous.

The boundedness and the shifting property are useful to show certain randomness
properties of the output distribution of Algorithm 2 on a random input. In Part 2
of this paper, we will use Algorithm 2 on a ‘Gaussian’ input to rigorously compute
S-unit groups. For this, these two properties will be of fundamental importance
to show that sampling sufficiently many ‘relations’ will eventually lead to the full
S-unit group.
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The (almost-) Lipschitz continuous property is there to show that rounding or
slightly disturbing the input of the ideal sampling algorithm does not impact the
output of this algorithm significantly (this concerns the variable Log(y) = b =
(b,), € H). From this one can conclude that rounding or finite precision issues do
not play a role at all for the input of Algorithm 2.

By Lemma 9.4, the output distribution of Algorithm 2 is independent on the
norm of y € K and the signs of the entries. Hence, in theoretical arguments, we
are always allowed to replace y by y° = y/|N(y)|'/* € K and to assume that
the entries of 3° are positive. In the actual running algorithm we will not do this,
because in general y° does not consist of rational numbers.

The shifting property. The shifting property of Algorithm 2 relates a certain change
in the input to a similar change in the output. For this property to be phrased
succinctly it is useful to consider the input of the algorithm to be the zero-degree
Arakelov divisor a = d°(b) + b (one retrieves b = Exp(af) and b = a — d°(b), where
b = Log(y); here we use H C Divim).

Shifting the input a by a principal divisor, yielding a+ (o)) (with o € K™?1), has
as a result that the output distribution of Algorithm 2 is ‘multiplied’ by «. More
precisely, the probability of sampling n € K in the ideal sampling algorithm on
input divisor a is precisely the same as the probability of sampling « - 7 on input
a+ (a). Writing D, for the output distribution of Algorithm 2 (see Notation 10.1)
this can be more succinctly written as:

Da(n) = Dat(ap (- n).

This is called the ‘shifting’ property because a shift of the input divisor by a prin-
cipal divisor (o) causes the output distribution to ‘shift’ (multiplicatively) by the
same element a.

This property of Algorithm 2 is proven in Section 10.3.

Boundedness. The output distribution of Algorithm 2 being bounded means here
that the output cannot exceed a certain size. This property is almost immediate by
the fact that the output element is sampled in a (slightly) distorted box, where the
distortion is dictated by a truncated discrete Gaussian (see Lemma 2.22). Exactly
the dimensions of this box give the upper bound on the size of the elements; this is
proven in Section 10.4.

Lipschitz continuous. The output distribution being almost- Lipschitz is useful when
one considers the input to be discretized or rounded. Again, using the notation D,
for the output distribution of Algorithm 2 on input divisor a (see Notation 10.1),
being almost Lipschitz means that the total variation distance between D, and
Datq with a = (a,), € H is linearly upper bounded by ||a||, allowing some slack
by adding a small error. More precisely, there exist L € R and a small € [0,1)
such that for all a,a € H,

||Da+a - Da”l S L- ||CLH + n.

This fact is proven in Section 10.5.
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10.2. Preliminaries. The input of Algorithm 2 is given in terms of an ideal b and
an element y = Exp((b,),) € K2 with b € H. In this section about properties
of this algorithm, it is cleaner to use an Arakelov divisor a = d°(b) + b as input
instead”.

Notation 10.1 (Output distribution). For a fized number field K, with modulus
m, finite-index subgroup G C Pic%m, element T € Ok coprime with mg and fixed
error parameter € > 0, block size b, w € Qs and a = d°(b) + b € Divim (where b
is understood via the inclusion H C Divim ), we denote

Da € L (K*)

for the output distribution of B from Algorithm 2 on input b (coprime with mg) and
y = Exp(b) € K2. We will use the notation Da(c) for the probability of sampling
a € K from D,.

10.3. Shifting Property. In order to prove the shifting property of Algorithm 2,
we first start by the following lemma, that shows what impact multiplication by an
element o € K* has on a (7-equivalent) ideal lattice Exp(a),. This will then be
used to show that the output distribution of Algorithm 2 ‘shifts’ (i.e., multiplies)
by « if the input divisor is shifted by the principal divisor () in Lemma 10.3.

Lemma 10.2. For all a € Div%m, multiplication by o € K™ gives an additive
group isomorphism

Exp(a); = Exp(a+ (a);)-, v+ (o(a))s -7y
and additionally, restricted to rBso, a bijection

Exp(a); NrBs — Exp(a+ (a)¢)r NExp(—(d) ) - Boo-

o)

Proof. Very similar as in Lemma 7.5 part (i), multiplication by (c(«a)), € Kgr
yields a bijection from Exp(a), to Exp(a + (o)) Exp(—(c) . ) = Exp(a+ (a));)--
Multiplication by an element is straightforwardly a group morphism, so the first
claim follows by the fact that bijective group morphisms are isomorphisms.

For the second part, observe that multiplication by (o(a)), transforms the box
rBoo into (0(a))s - 7Bss = (|0()|)6 - "Bos = Expyo(—(af) ) - "Boo- O

Lemma 10.3. For all degree-zero Arakelov divisors a € Divhew, the distribution
Da satisfies the following shifting property for all o € K™,

,Da-&-(lab(i : a) = Da(f)

Proof. Take an arbitrary a € Divin and write a = d°(b) + b € Div% . for an ideal
b and an b = (b,), € H (where we see b € H C Divi). To prove the statement it
is enough to show for every g € K™

DaJr(]aD(/B -a) = Da(B)

9This is interchangeable, as the ideal b = Exp(a¢) and element b = a — d°(b) are readily
retrieved (where b = Log(y)). It is important to note, however, that Exp(a) # y - b. Instead,
Exp(a) - N (6)1/™ =y - b. We chose for this convention to make a a degree-zero Arakelov divisor.
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As can be proved in the same fashion as in Lemma 9.8, the distribution D, is
the same as the distribution resulting from

a <+ Exp(—(a+b)_) UExp(a+b), NrBy) with b = dO(H p;) +a,
J
where p; are sampled according to step 2 and a = Log((A4s)s) is sampled from a
discrete Gaussian, as in step 4. Note that this a is slightly distorted, due to the
computation of (A,),, but that is not problematic; the property used here is that
this a is distributed independently of the value of a. We write b = d°([], p;) + a.
This divisor corresponds to the ‘random walk part’ of the algorithm.

We seek to compare the distributions Dy and Dy y o). By the law of total prob-
ability, since the sampling of b = dO(Hj p;) + a is independent of a and («), it
is sufficient to consider a fixed sample b = d°(]] ;Pj) + a and compare the result-
ing distributions. These resulting distributions, for a fixed b, denoted Dy, and
Da+qa[)|b’ are

Dajp = Expo(—(b+a),,) - U(Exp(b + a), NrBx) (82)
and
Datiapb = Exp(=(b+a+ (o)) ) - U(Exp(b +a+ (a))r NrB) (83)
=Exp(—(b+a) ) UExp(+a+ (o)) NExp(—(a) ) rBoo)

(84)
= Fxpoo (~(b + ) ) - U ((0(0)) - (Bxp(b + ), N 7Bx)) (85)
= (9(@))5 * Dajp (86)

where the first equality holds by definition, the second equality follows from pulling
Exp..(—(a).,) into the uniform distribution and using the relation (of) = (o), +
(a) o, the third equality follows from Lemma 10.2 and the last equality by Lemma 9.8.
The result quickly follows from the law of total probability and the fact that
multiplying by (0(a)), and « is the same in Kg. O

Lemma 10.4 (Post-selection shifting lemma). Let S be a set of ideals coprime with
mo and let DS be the distribution obtained by running Algorithm 2 on input a and
only outputting B if B/b € S and otherwise outputting 1.

Then, this distribution satisfies

Df—l—Qa[)(_ : Oé) = Df(_)7
for all « € K™1,

Proof. This uses the same proof structure as Lemma 10.3, again using Lemma 9.8.
Reusing the notation Dy, for b = dO(Hj p;)+a as in Lemma 10.3, we proved that,
for a fixed sample b, we have

Dajb(—) = Datappla- —). (87)
The ideal 3/b (where 3,b are from Algorithm 2 on input a) is distributed as'’
Exp¢(—ag) - v with v < Dy)p (on input a with fixed b).

10The distribution Dyjp concerns the right part aExp,,(—ac) of Lemma 9.8, whereas 3/b
concerns o Exp(—a) = aExp,, (—aco )Exp¢(—ar).
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But replacing a with a + (a) here yields that the distribution of 3/b of Algo-
rithm 2 on input a + (o) is equal to (for a fixed sample b)

Expg(—(a+ (a));) - v with v <= Dayab
which is, by Equation (87), equal to
Expi(—(a+ (a))¢) - a - with v <= Dap,
which is, by manipulation, equal to
Exp¢(—ar) - v with 7 = Dyp.

So, for a fixed sample of b = dO(Hj p;) + a the probabilities of obtaining 3/b are
the same, no matter whether the input was a or a + (.
As a result, Dflb = - Df+(]aD|b, where Dflb denotes the output distribution
of Algorithm 2 on input a with fixed sample b + W(N, B, s) and the additional
post-selection (i.e., outputting 3 whenever /b € S and L otherwise).

By the law of total probability the distributions of 3/b for a or a + (a) are
the same; and, thus the rejection of 5/b for not being in S happens for the same

occurrences. Therefore, Dy, () (= - @) = D3(~) for all « € K™ O

10.4. Boundedness Property. In this section we show that the output distribu-

tion D, is bounded, i.e., no arbitrarily large inputs occur. This can be seen by the

fact that the output is sampled from a distorted box, where the distortion is dis-

tributed as a truncated discrete Gaussian (a bounded distribution by itself). Thus,

the output must be confined to a certain box, slightly larger than the dimensions

of the original undistorted box. This is made more formal in the following text.
Recall the Euclidean distance notion on Divg in Section 2.8.

Lemma 10.5. Let a = d°(b) + b € Diviewm with b € T and b = Log(y) € H and
let B,N,s,r,e be as defined in Algorithm 2. Then, we have, for § < Da,

1(8)II < 5log(BY - 7) + |lall + 5 - \/nlog(8n?/e).

Proof.

Bound on the norm of 3.

We start with a bound on | N (8)|, which is of use for the rest of the proof. The
output of B < Dy with a = d°(b)+b lies in the box Exp(—a—b)-r-N'(b)Y/"-B,, C Kg
(see lines 6 and 7 in Algorithm 2), where a = (a,), = Log((Ay)s) € H is an
approximation a sample of a (truncated) Gaussian distribution (see line 4 and 5
of Algorithm 2); and b = (b,), = Log(y). Hence, since a,b € H do not change
the norm (we may assume this by Lemma 9.4), we obtain | N(8)| < N(b) - r™ <
BN .rm . N(b); a bound on the norm of j3.

Split the bound on ||(8)]|| into three parts.

We have, by the triangle inequality,

1A < 11(5) — all + [la]- (88)

We seek to bound ||(8)]]. To do so, we concentrate on ||(5) — a||, which we can split
in a ‘finite part’, a ‘constant part’ and an ‘infinite part’.

n, log N My
(8 —a =3 my- (o)=Y in‘“p b+ Sl 9
p v v

finite part f constant part c infinite part i
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where n,, = 2 if v is complex and 1 otherwise.

Bounding the finite part f and constant part c.

Since B € b C b, we see that (8) = a-b for an integral ideal a (recall that
b = Exp(ar)). Hence, >, my - d®(p) = d°(a), has only positive coefficients m, > 0.
Since N(a) = |N(B)|/N(b) < BN - r™ by the norm bound on 3 in the very
beginning of this proof, we quickly deduce

BN "> N(a) > [N (p)™ > 22 Il > o5 me 72

p

which implies

IE[1 < O Impl*)'/? < log(BY - )/ log(2) < 2log(BN - ") (90)
p

Similarly, for the constant part c, using a = Hp p, we have,

lefl < /32 - 2BV < pogvia)) < tog(BY - 17) (o1)

Bounding the infinite part i.
By definition (see Equation (89)), and by the inclusion of H C Div%w we have

M_@,GH (92)

Ly = —ny log oy (B)] + ny
since a = d°(b)+b. By the fact that £ lies in the box Exp(—a—b)-r-N(b)/"- By,
we have log |0, (8)| < —ny ta, — n; b, + logr + log(N(b)}/™). Therefore,

—log|o(B)| > n;tay +ny tb, —logr — log(N(b)Y/™) (93)

Hence, substituting Equation (93) into Equation (92), and using that 3 € b (and
hence |N(8)| > N(b)), we obtain

Ly > ay, +ny, log(| N(B)|Y™ - N(0) Y™ -+~ 1) > ay, — ny, log(r).

So, writing ¢ — a € H, it satisfies Y (¢ —a), = 0 and ¢, — a, > —n,, log(r) for all

v. Then |t —a| = />, [tv — au|? is bounded by'! 2y/n(n — 1) log(r) < 2log(r™).

Hence, writing i = (¢,,),, we have

I3l = llell < llall + 2log(r™) < [lal| + 21og(B™ - ™). (94)

11Suppose a sequence (z1,...,Tn) satisfies 27:1 z; =0 and z; > —t for all j € {1,...,n}
for some t € R>g. Then Z?zl x? < n(n — 1)t2. This maximum is attained by, for example,
z1=(n—-1tand z; = —tfor 1 <j<mn.

We prove this by induction, where the case n = 1 is trivial (since then :c% =z =0<
n(n — 1)t?). For n > 1, we can assume that a non-zero sequence (z1,...,%,) has a positive
co-ordinate (by the zero-sum requirement). Moreover, we can assume it has only a single positive
co-ordinate. Indeed, if there are multiple positive coordinates, say x1,z2, then the sequence
(Y1,-+-yYn—1) = (z1 + z2,23,...,x,) satisfies Z;:ll y; = 0 and y; > —t. Hence, 337, :B? <
Z;L:_ll y]g. < (n —1)(n — 2)t2 < n(n — 1)t?, by induction. For a single positive co-ordinate it is
clear that 1 = (n — 1)t and x; = —t for 1 < j < n is the optimal solution.

Applying this to the sequence ¢ = nj (i, — au,), we see that ||t — a|| < 2||(¢0)s] <

2¢/n(n — 1) log(r).
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Combining the bounds on |i|| and ||f].
Concluding, by combining Equations (88) to (91) and (94), we obtain

1B < 108D — all + llall < [I£[]+ llell + [l + [lall (95)
< 5log(B™ ") + |lal| + |al. (96)

The final bound then comes from the fact that a = (a,), € H is (an approximation
of a) discrete Gaussian distributed with deviation s computed according to the
algorithm in Lemma 2.22 with eg := ¢/4 (see 4 of Algorithm 2). Hence, |la|| <

s-y/nlog(8n?/e). O

10.5. (Almost)-Lipschitz Property. The almost-Lipschitz-continuous property
of the output distribution of Algorithm 2 implies that it does not matter too much
if the input parameter y = Exp(b) € K9 is slightly inaccurate or rounded to a
vector of rational numbers due to machine precision.

This is relevant for Part 2 of this paper, where we will feed Algorithm 2 y =
Exp((by),) with a continuous Gaussian distributed b € H. The Lipschitz-continuous
property in this subsection essentially implies that using a discrete Gaussian dis-
tribution instead for b € H will only cause a very small error overhead.

Lemma 10.6. The output distribution of the sampling algorithm (Algorithm 2) is
e-almost Lipschitz continuous in the input parameter b € H with y = Exp(b). That
is, fora=d°(b) +b and a’ = d°(b) + b = a+ (V' — b) we have

1 n2 /
E”Da_Da’”l < 5 b—0 || +e,

where 1| Da — Dar||1 is the total variation distance of the two distributions.

Proof. In this proof, like in the proof of Theorem 9.5, we will again assume that line
4 in Algorithm 2 is replaced by the line in Equation (63), and assume that y € Kg.
Again we will refer to this as the ‘continuous version of Algorithm 2’. This proof
will be structured as follows. First we will show that this ‘continuous version of
Algorithm 2’ is actually Lipschitz continuous with Lipschitz constant n?/2. After
that we will use Proposition 9.12 to show that the Lipschitz continuity also ‘almost’
holds for the ordinary version of Algorithm 2, with an additional error of e.

In the following, we will reason about the ‘continuous version of Algorithm 2’.
The input b € H is only used in Algorithm 2 (as b = Log(y)) in combination with
the variable a = (a,), € H, which sampled according to a continuous Gaussian
distribution with deviation s = 1/n%. The sum a + b is then used combined in the
rest of the algorithm.

So, for two different inputs b, b € H, the only thing that differs in the algorithm
are the distributions of a+b and a’ +¥', for which a, o’ are (independently) sampled
according to the same Gaussian distribution.

We denote the distributions respectively G, and Gy ; these are Gaussian distri-
butions with deviation s = 1/n? centered at b and b’ respectively (see Section 2.9).

Therefore, by the data processing inequality (Theorem 2.16), one immediately
deduces that the statistical distance between the output distribution of the ‘con-
tinuous version of Algorithm 2’ on input b,b and b, b’ is bounded above by

HGrp — Gaw -
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The total variation distance of two continuous (multivariate) Gaussian distributions
with different centers can be bounded by the Kullback-Leibler divergence [61, Ch. 1,
Ex. 11],

HGrp — Gaw 1 < %\/%DKL(QH,b | Grpr)

bV _ n?- bV
<l 1 —_ B2 2:” —
< 1y/3lo - vl = P ;

The last equality is obtained by instantiating s = 1/n?.

As sketched in the introduction of this proof, we use that the ordinary version
and the continuous version of Algorithm 2 only differ by /2, by the very same
argument as in the proof of Theorem 9.5. Hence, the statistical distance between
the ordinary version of Algorithm 2 input b, b and b, ' is bounded by ”72 b=b|| +e,
as required. O

In most use-cases, Algorithm 2 is repeated until success, for which the follow-
ing lemma is more useful: it shows that the output distribution of the algorithm
conditioned on a successful outcome is also almost-Lipschitz. This distribution
conditioned on a successful outcome is exactly the same as the output distribution
resulting from repeating the algorithm until success.

Lemma 10.7. The output distribution D3"C, resulting from repeating the sampling
algorithm (Algorithm 2) until success, is ﬁ—almost Lipschitz continuous in the
input parameter b € H with y = Exp(b). That is, for a = d°(b) + b and a’ =
d°(b) +b' = a+ (b — b) we have

n2

205 [T"]

Os [T"]

31Da" = Dyl < o=+

)

where %HD:“C — D21 is the total variation distance of the two distributions.

Proof. For this we apply the next Lemma 10.8 with the lower bound ds[r™] on the
success probability. O

Lemma 10.8. Let A be a randomized algorithm that can have input y and y'. De-
note A, respectively Ay for the algorithm using y respectively y' as input. Assume
that both A, and A, have success probability at least p € (0, 1].

Now denote By for the algorithm running A, until it outputs a successful output,
and similarly denote By for the algorithm running A, until success. By abuse of
notation, denote By, By, Ay, Ay for the outpul distributions of these algorithms.
Then the total variation distances are related by

< %”Ay B Ay/”l
- p

Proof. Denote X U{_L} for the output space of A, where L denotes failure (unsuc-
cessful output) and where z € X are all successful outputs.

The output distribution B, is the output distribution of A, conditioned on a
successful output. Hence, denoting A3"°“** (and similarly for z’) for this conditional
distribution, we have

HB(E _ Ba:,H1 — ||A;HCCGSS _ A;l/lCCeSSHl — Z |Azuccess [.,L,] _ AZIIICCGSS [ZE]L

zeX

%HBy _By’Hl
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where X is the probability space of the algorithm A. The conditional probability
of A outputting x conditioned on a successful output (which are all of z € X) then

must equal A;—(Ex} with py = P[A, gives successful output]; and similarly for input
y'. Note that |pg — p1| < || Ay — Ay |l1. Hence, writing p = min(po, p1) and noting
that py =, x Ayla],

success success .A api
S Agreeesla] — Agpeees(z]] = ] - Ak
r€X TGX Do D1
Ay [z]
= Z Z P
zeX IGX
1
<fZ|A [zl + — Ipl—po\=* Yo Ay le] - Ay la]]
0 zex bo 0 zexu{Ll}
Ay = Ayl

p

11. ESTIMATION OF THE FACTOR N (mg)/é(mg)

Lemma 11.1. Let K be a number field and let mg C Ok be an integral ideal. Then
we have

N(mo) o 1
$(mo) 11 1=N({p)~"

pimo
where p(mg) = |K™0 /K™Y and where p ranges over the prime ideals of K dividing
myp.

Proof. If mg = Ok, we have ¢(mg) = 1. Otherwise ¢(mg) = |(Ox /mo)*|. Writing
my = lemo p¥» (M) we have, by multiplicativity of the norm A and the (general-
ized) Euler totient function ¢ (which follows from the Chinese remainder theorem),

N(m H N(p)?»™) and ¢(mg) H N (p)vr ™) =L (A (p) — 1)
p\mo P|m0
The quotient N(mg)/¢(mo) then equals [, Nj\([p() 1= Hpjmo T N(p) T O

Proposition 11.2 (ERH). Let K be a number field and let mo = [,y <, P be the
product of all prime ideals with norm below x > 10. Then there exists ¢y € [—8, §]
and ¢ € [0,2] such that

N (mo)
P(mo) - prc

Proof. Write, as in Bach’s paper [5, §6],

log |A k] —l—nlog:v)

= log(x) - exp (01 +co- NG

-1

._ L—p
A@ =1~

P<® T N (p)<a
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for which we have the bound'? [5, Thm. 6.2 & Table 2]

log |A 1
l8(pxc) ~ log A(w)] < 5. (IS OET ), (98)
assuming the Riemann Hypothesis for the Dedekind zeta function of K.
By Lemma 11.1 and Equation (97), we have
N(mo) 1 1
= —_— = — Az 99
smg) ~ L =5 = L =4 %9

plmo p<w

By taking logarithms of Equation (99) and subsequently applying Bach’s bound
(Equation (98)), we obtain

1
tog (it ~ log(pxe) =log([] =) + log Alx) ~ log(px) (100)
p<z

1 log |A| + nlogx
=1 (B2 RS 101
Og(pl:[aal—p‘lHCO ( vz B
for some ¢y € [—8,8], by Equation (98). Apply Lemma 11.3 for the left-hand
side of Equation (101), to obtain Hp<ac # € [€%,e?] - log z. Exponentiating the
expression yields the final result. O

Lemma 11.3. For x > 2, we have

1
logz < H = <6-logx,

where the product ranges over all prime numbers up to x.

Proof. By the Euler product formula, we certainly have

H T —1p_1 > Z % > logx.

p<z n<x

For the upper bound, we invoke an explicit version of Mertens’ third theorem of
Rosser and Schoenfeld [67, Corollary 1, Equation 3.30],

H # <log(m)-e“’-(1+#).

i log(z)?
Here, v < 0.578 is the Euler-Mascheroni constant. Instantiating with = 2 and
explicitly computing e” yields a bound of 6 - log(x). O

The following result is a simplified version of a result by Grenié—Molteni [37,
Cor. 1.4].

Lemma 11.4 (ERH, Grenié-Molteni). Let K be a number field, with degree n,
discriminant Ay, and ring of integers O . Let my = HN(pr p be the product of
all prime ideals with norm below x > 100. We have

2
log N (mg) < x+ vz <<102g7;f + 2) log |Ak| + ((108g:) +2> n>

=z + O (Vzlog(z) (log |Ak| + nlogz)).

1211 his theorem, Bach writes %((1) for the residue py at s = 1 of the Dedekind zeta function

¢k [5, Thm. 6.2].



PART 2

Rigorous computation of
class groups and unit groups

12. INTRODUCTION

In this second part of the article, we present the first algorithm for computing class
groups and unit groups of arbitrary number fields that provably runs in probabilis-
tic subexponential time, assuming the Extended Riemann Hypothesis. Let K be a
number field of degree n and discriminant Ag. The determination of the structure
of its class group CI(K), together with a system of fundamental units, is one of
the main problems of computational number theory [22, p. 217]. Previous subex-
ponential algorithms were either restricted to imaginary quadratic fields, or relied
on several heuristic assumptions that have long resisted rigorous analysis.

12.1. The Log-S-unit lattice. While we stated our main result as an algorithm
for computing units and class groups in Theorem 1.3, our algorithm actually does
slightly more than that: it computes the so-called Log-S-unit lattice for any finite
set S of prime ideals. For such a set S of prime ideals of K, we consider the group
Divks = [[,es Z x [, R, where v ranges over all infinite places of K. The Log-S-
unit lattice LogS((’)IX(’S) is a lattice living in Divg s generated by all vectors of the
form (v, — Log(a)) with Log : K* — [], R the logarithmic embedding of K, where
a € K and v = (vp)pes € Z° are such that a - Ox = [[,cgp". Such elements a
are called S-units, hence the name of the lattice. See Section 15 for more details.
The main result of this part is the following theorem.

Theorem 12.1 (ERH). There is a probabilistic algorithm which, on input a number
field K of degree n and discriminant Ay, an LLL-reduced basis of its ring of integers
Ok and a finite set of prime ideals S, computes the Log-S-unit lattice and runs in
expected time polynomial in the length of the input, in Lia,(1/2), in Ly (2/3),
and in min(pg, L, (2/3 4 0o(1))), where px is the residue at 1 of the Dedekind
zeta function (k.

The Log-S-unit lattice computed by the algorithm is represented exactly by
elements o; € K and vectors v; € Z° such that the vectors ((v;, — Log a;)); form a
basis of LogS(OIX(’S). These elements «; € K are represented by a so-called compact
representation, i.e., as a product of smaller elements 5; € K (see Section 2.6). Even
though this is called a compact representation (and it is indeed more compact than
representing the «; in a basis of Ok), the bit-size of this representation of the «;
might be about as large as the running time of the algorithm.

12.2. Previous work. Shanks proposed in 1968 the first algorithm to compute the

structure of the class group. His method, described for quadratic number fields, had

an exponential running time O, (|Ax|'/*¢) (or O-(|Ak|'/5*¢) assuming ERH). In
67
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1989, Hafner and McCurley [38] proposed the first subexponential time probabilis-
tic algorithm to compute the class group of imaginary quadratic number fields.
Assuming ERH, they prove that the expected running time is Lja . ((1/2, V/2). The
case of imaginary quadratic number fields distinguishes itself by the finiteness of
the unit group, and the existence of a reduced ideal in each class, two properties
that proved helpful for a rigorous analysis of the algorithm.

In 1990, Buchmann [17] generalized this algorithm to fields of arbitrary degree.
The analysis proved much more delicate, requiring several heuristic assumptions,
notably on the distribution of smooth ideals. From these assumptions, Buchmann
argued that the expected running time is Lja,|(1/2,1.7) when the degree of the
field is constant. Practical improvements ensued, notably by Cohen, Diaz Y Diaz
and Olivier [25]. In 2014, Biasse and Fieker [10] proposed an algorithm capable
of dealing with fields of varying degree: under heuristic assumptions, they argue
that the algorithm computes class groups in subexponential time Lja,(2/3 + ¢)
for arbitrary families of number fields, even with growing degree (and La . |(1/2)
whenever n < (log |Ax|)?/4~¢, matching Buchmann’s claimed complexity for fixed-
degree fields). In the meantime, no progress was made towards a rigorous analysis.

On the quantum computing side, a non-heuristic (assuming ERH) quantum poly-
nomial time algorithm for computing S-units and class groups was developed in
2016 by Biasse and Song [11], for any number field. The structure of this algorithm
is different from the classical algorithms mentioned above: it relies on a quan-
tum polynomial time algorithm solving the Continuous Hidden Subgroup Problem
over R™ [30, 13]. In the present article, we only consider classical algorithms.

12.3. The blueprint of a ‘classical’ Log-S-unit lattice algorithm. For the
sake of simplicity we limit ourselves in this overview to the computation of the
class group of a number field. The situation for the Log-S-unit lattice is, at this
high level, very similar.

Classical algorithms computing the class group proceed by generating many class
group relations of the shape [[], p?*] = 1, where the prime factors p in the ideal
Hp p® have norm bounded by B, i.e., the product is a B-smooth ideal. Since there
are only finitely many generators p, enough ‘sufficiently independent’ relations of
this shape then yield a description of the (finite) class group.

Such a relation [[], p?*] = 1 is generally found by taking a random smooth ideal
5= Hp p?» . and repeatedly sampling random elements « € s until (a)s~! = Hp per
is also a smooth ideal. This gives the relation 1 = [a] = [[], p®*] with ay = by +c;.

Heuristics in previous work. The usual heuristics for class group algorithms (and
Log-S-unit lattice algorithms) are twofold. The first kind of heuristic assumption
concerns a lower bound on the probability of the random ideal (a)s~! to be smooth,
see for instance [9, Heuristic 1, 2]. This allows one to bound the expected running
time of sampling a single relation of the shape [[],p?*] = 1. This smoothness
probability is typically assumed to match the density of smooth ideals in the set of
all ideals, a somewhat well-understood quantity related to the Dickman function.

The second kind of heuristic assumption concerns the number of such relations
required in order to get the class group (rather than a larger group, of which the
class group would be a quotient), see for instance [9, Heuristic 3]. The heuristic
running time is then obtained as the product of the running time per relation and
the required number of relations.
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12.4. Why our algorithm is rigorous. We would like to stress that the following
overview of our proof makes substantial simplifications for expository purposes (in
particular, we ignore complex embeddings, which in the full proof play a similar
role to prime ideals).

To circumvent the first heuristic about the cost of finding one relation, we use a
special sampling algorithm (Algorithm 2) from Part 1 of this paper. This algorithm
samples an element o € a in such a way that the success probability of (a)a™! being
smooth is actually provably lower bounded by the density of smooth ideals in the
set of all ideals (up to a multiplicative constant). This yields an upper bound on
the expected cost of finding one class group relation. The sampling algorithm is
the object of Part 1; this algorithm, together with its properties is used here as a
black-box.

The remaining challenge addressed in the current part is circumventing the sec-
ond heuristic, concerning the number of sampled group relations [Hp p=] =1 re-
quired to compute the class group (rather than an extension). To achieve that goal,
we investigate the lattice of class group relations, which consists of those vectors
(ap)p for which [[T, pe*] = 1.

The class group lattice. Denoting S for the set of prime ideals with norm bounded by
B, we can construct the class group lattice Loy = {(ap)pes € Z° | Mpesp] =1} C
78. In this paper we will construct (here treated quite informally) a randomized
algorithm A : ZS — Z° which has the following two properties.

(i) For u <+ A(z), we have u + z € L¢y and ||v|| < E for some bound E.
(ii) The distribution of A(z) only depends on the coset z 4+ L¢y, i.e., A(2") and
A(z) have the same distribution for any 2’ € z + Lq.

This algorithm A uses the sampling algorithm from Part 1 mentioned above. We
will use algorithm A to sample vectors of L¢; in such a way that we can prove that
they will generate the full lattice with sufficiently good probability.

Gaussians over the class group lattice. Let Gx ; denote the discrete Gaussian dis-
tribution with parameter s over the discrete set X C RS. We will make use of the
following observation: when the deviation s is large enough, sampling from Gys
is indistinguishable from sampling first a uniform ¢ € Z%/Lc;, then sampling from
c—+ gLCl 5+

For such z < ¢+Gpr, s forc € 78 | Lcy uniformly distributed, we see by property
(ii) of A that

A(z) + 2z~ Ale) + (¢ + Grg,.s) = (Ale) + ¢) + Grg,.s

By property (i) of A, the distribution A(c)+c is bounded, i.e., for all z «+ A(c)+c we
have ||z|| < E’ with overwhelming probability for some bounded E’ (which depends
on E and on the covering radius of the lattice L¢). Then the variable A(z) + z is
distributed as a Gaussian over L¢; with some independent ‘noise’ of size B’ caused
by A(c)+c. By taking the standard deviation s (of all discrete Gaussians involved)
much larger than this ‘noise’ of size £, one can deduce that, for z < Gzs ,

A(Z) + 2z~ gLChs.

Summarizing, sampling z < Gzs ; with large enough s and computing A(z) + z
allows to compute close to Gaussian samples from the class group lattice L¢. There
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are well-known bounds for the number of samples required to generate the entire
lattice Ly for such (close to) Gaussian samples.

The algorithm A. The algorithm A : Z° — Z° satisfying the properties (i) and
(ii), is defined as follows. For z € Z°, compute a = [l esp™. Sample a € a
according to a not-too-wide discrete Gaussian and put b = () -a~!. Then, use the
sampling algorithm from Part 1 to find a representative [],cp*» € [b] = [a] 7' =
[[I,es P~ "], and output u € Z8. We have that u + 2 € L¢y and that u is bounded
(by properties of the sampling algorithm), so property (i) of algorithm A is true.

Property (ii) follows from the fact that the sample b = () - a=! only depends
on the class [a] of a, and not of the representation thereof'®. Therefore, the output
u only depends on the class, i.e., the coset z + L¢) of the input z.

Technicalities involving the infinite places. In the general case of the Log-S-unit lat-
tice, there is also a continuous part involving the logarithmic unit lattice. Essen-
tially the same proof structure applies, with additional technicalities introduced by
the numerical approximation of the real numbers involved.

12.5. More algorithmic problems. Once we have an algorithm computing the
Log-S-unit lattice for any set of prime ideals S, it is well known that one can use it
to obtain other quantities, such as the units of the number field, or the structure
of the class group. Combined with Theorem 17.7, which allows to decompose any
integral ideal as an equivalent product of prime ideals in a sufficiently large set S,
this can also be used to solve other algorithmic problems, such as the principal
ideal problem, or the class group discrete logarithm problem.

Units. To obtain the units of a number field K, one computes the Log-S-unit lattice
with an empty set S. The output elements «o; of the algorithm is then a fundamental
system of units of the number field. Note that these elements «;, even when they
are represented in compact representation (see Section 2.6), might have a large
bit-size (as large as the running time of the algorithm). Note also that computing
a fundamental system of units of K only describes the units modulo the roots of
unity of K. Computing the roots of unity of K can be done efficiently using, e.g.,
[22, Section 4.9.4], and is not related to the algorithm we describe here.

Class group. In order to obtain the structure of the class group, one chooses a
set S generating the class group. It is known that under the extended Riemann
hypothesis, there are such sets S of size polynomial in log |Ag| [4]. Given a basis
(cvi, v;) of the Log-S-unit lattice, one then only keeps the rank |S| lattice L generated
by the vectors v;. The class group of K is then isomorphic to Z°/L. Note that L
is an integral lattice whose determinant is the class-number h; of K. Hence, the
HNF basis of L has bit-size polynomial in [S| and log hy, which is polynomial in
log |Ak|. This means that the output size of the algorithm computing the class
group is polynomially bounded in log |A /.

13 This is actually false when considering the class group alone. To apply this ‘independence of
representation’ technique, the infinite places (i.e., complex embeddings) must be included in the
logarithmic embedding. The Log-S-unit lattice accounts for the infinite places, so this technique
applies.
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Class group discrete logarithm. The class group discrete logarithm problem asks,
given as input any integral ideal a and a set of prime ideals S, to compute o € K
and v € Z° such that a = a - O - Hpegp’”'@. Solving the class group discrete
logarithm problem is exactly what is done by Algorithm 3, provided that the set S
contains sufficiently many ideals of small norm. In order to solve the class group
discrete logarithm problem for smaller sets S, one can set S’ to be the minimal set
containing S and sufficiently many small prime ideals so that Theorem 17.7 applies.
One can then solve the class group discrete logarithm problem in S’ and compute
the log-S’-unit lattice. Solving the class group discrete logarithm in the smaller set
S can then be performed efficiently by linear algebra, using the knowledge of the
log-S’-unit lattice to replace primes of S’ \ S by a product of primes of S.

Principal ideal problem. The principal ideal problem is the problem of computing
a generator « of a principal integral ideal a (represented by an HNF basis). Again,
this can be solved by choosing a set S’ containing sufficiently many ideals of small
norm and solving the class group discrete logarithm problem with respect to a and
this set S’ using Algorithm 3. Then, computing the log-S’-unit lattice allows one
to solve the principal ideal problem by linear algebra. The size of the computed
generator «, even in compact representation (see Section 2.6), might be as large as
the running time of the algorithm.

12.6. Road map. We start in Section 13 by specializing the ideal sampling theo-
rem of Part 1 to our needs. Then, a lower bound is given on the density of smooth
ideals, by means of a combinatorial technique, in Section 14. After that, some
preliminaries on S-units are treated in Section 15, and useful properties of S-unit
lattices are analyzed in Section 16.

Applying both the specialized sampling theorem and the density of the smooth
ideals, we obtain an algorithm that samples a single S-unit in Section 17.

In order to have an algorithm that outputs sufficiently ‘random’ S-units, as to
generate the entire S-unit group, we combine two results. One is a bound on the
‘generating radius’ o(Logs(Ofg)) of the log-S-unit lattice that is polynomial in
log |A k|, which is proven in Section 16. This is combined with the properties of
the sampling algorithm (see Section 10 in Part 1), to build an algorithm that indeed
outputs ‘sufficiently random’ S-units, as proved in Section 18.

After gathering many such S-units, we would like to compute a set of fundamental
S-units, which can be seen as the multiplicative analogue of a basis of the log-S-
unit lattice. This is done in Section 19 by ‘post-processing’ the many S-units, which
essentially consists in applying the Buchmann-Kessler-Pohst algorithm.

Part 2 is then concluded in Section 21 with the final theorem on the complexity
of the S-unit algorithm.

13. SPECIALIZED IDEAL SAMPLING ALGORITHM
In this section, we specialize the main result from Part 1 to G = Picg(m.
Definition 13.1. We denote by Sp the set of B-smooth ideals, i.e.,
Sp = {a integral ideal of Ok ’ for any prime factor p of a we have N(p) < B}

We also extend the notion of smoothness to sets S of prime ideals: we say that
a C Ok is S-smooth if all its prime factors belong to S: Ss is the set of S-smooth
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ideals. Recall that the local density of a set of ideals S is defined (Definition 2.11)
as

ds[xr] = min [S®)l = min [{be S| N(b) < t}|,
te€lz/en,x] P - T telx/em,x] PK -t
where, pr = limg_1(s — 1)(x(s) (see Equation (4)).
Theorem 13.2 below is a specialization of Theorem 9.5 from Part 1, together
with the properties proved in Section 10. We will only use this specialization in

this part.

Theorem 13.2 (ERH). There is a randomized algorithm Sample such that the
following holds. Let K be a number field, with degree n, discriminant Ag, and ring
of integers Ok of which an LLL-reduced basis is given. Let mg C Ok be an ideal
modulus of which the prime ideal factorization is known, let a € i be an ideal
coprime to mg, and let y € Ky be represented by rational numbers. Let b > 2 be
an integer, let w € Qs1, and let r = 48 - w - b2/® . n7/2 | A |3n - N(mg) 7.
Given the above data, the algorithm Sample(a,y, mg, b,w) outputs B € a coprime to
m such that for any set S of ideals in O coprime to mg, we have (8)-a~* € S-Sp,,
with probability at least

N(mo) ds[r"]

p(mo) 6
for some smoothness bound By, = poly(log|Ak|,log N (mg)), and where ¢(mg) =
|(Ok /mo)*|. Furthermore, the algorithm Sample runs in time

poly(size(a), size(y), log(N (mp)), b°, log | Ak |, size(w)).

Additionally, the output distribution Dy o of Sample on input (y,a) € (Kg,Zk)
(with mg, b and w implicit) satisfies the following properties.

(1) (Almost Lipschitz-continuous). For all y,y' € Kj ,

n? 1
—|| L - L ! _—.

(2) (Shifting property). For all 3 € K and o € K™ we have the following
identity of distributions:

HDy,a - Dy’yaHI <

Dy,al=] =Dy (o(a)1)s 0o [ ]
(3) (Bounded). Writing (6) € Div and ||-|| for the norm on Divy, we have
(8] < [|d(a) + Log(y)[| + Olog? [Ax | + log N (mg) + nlog(w))
(4) (Independent of | N'(y)|). Dy.a = Dyo.a, where y° = y/| N (y)|*/™.

Remark 13.3. In the case where mg = Ok, we get N(mg) = ¢(mp) = 1, yielding
a lower bound ds[r"]/6 on the success probability.

Proof. The algorithm Sample is Algorithm 2 from Part 1 instantiated with modulus
m := myg, subgroup G := Pickw (yielding [Pickw : G] = 1), ideal b :=a, y :=y €
K, block size b := b and element 7 € (O /mg)* uniformly random'* if mg # O
and 7 = 1 if mg = O (note that TK™! = K™! = K* if m = my = Of). We put
14 Uniform sampling of 7 € (O /mg)* can be done in time poly(log A (mo),log |Ax|) by sam-

pling uniformly in (O /q)* for all prime power divisors ¢ | mg and using the Chinese Remainder
theorem. This uses that the factorization of mg is assumed to be known.
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o 1 1 1 . .
the error parameter ¢ := 300 AR < AR < G (see Equation (5)). We
will use Theorem 9.5.

Note that we may assume that ds[r"] = minepm en yn) {beS | N(o)<t}|

>0
pK-t ’
since otherwise the statement of the theorem is inherently true, as any probability
is at least zero. Hence, the set {b € S | N(b) < r™/e"} is nonempty, and we can
immediately deduce

bedS b) <t 1
ds[r"] = min i | N(b) < #}] > >6-c. (102)
te[rn/en ) PK -t pK T
By Theorem 9.5, the success probability of Algorithm 2 with these parameters
is at least

N (mg) ds[r™] S N(mp) ds[r"]  ds[r"] S N (mp) 55[”1]'

p(mo) 3 ~ ¢(me) 3 6~ ¢(mo) 6
where the first inequality holds by Equation (102) and the second one by the fact
that M (mg) > ¢(mp). This proves the lower bound on the success probability of
algorithm A in the theorem.
It remains to show the bound on B, and the running time. Note that [Pic%m :
G| =1, size(t) = 1, and that

log(1/¢) = O(log(|Af[r™)) = O(log® |Ak | + log N (my) + log w)
by direct computation. Hence
B,y = poly(log |A k|, log N'(mg), log w)
and we have a running time of
T = poly(b®, size(a), size(y), log(N (mg)), log | Ak |, size(w)),

with no queries to any oracle, since G = Pic%m.
The properties (1)-(3), directly follow from the almost-Lipschitz continuity (Lemma 10.6),
the shifting property (Lemma 10.3) and the boundedness property (Lemma 10.5)
of Algorithm 2, with the following extra remarks. For the almost-Lipschitz conti-
Yy

nuity, we use that || Log(y°) — Log(2°)|| < || Log(y) — Log(z)|| for 3° = TR and
1

20 = W € KP. For the Lipschitz error, we just substitute e = 500 AR -
Here, Log(y),Log(z) € Log(Ky ) < Divk inherit their ‘natural’ norm from the
norm on Divg (see Section 2.8).

For the boundedness property we use that
log(BNr™) = O(log? |A k| + log N(mg) + nlog(w))

and s = 1/n? for the parameters used in Algorithm 2. Additionally, with the

. . . . _ 1
Instantiation € = T200[a, " Ve have

sv/nlog(8n2/e) < O(log | Ak | +log(r)) < O(log? |Ak| + log N(mg) 4 logw).
With these simplifications, Lemma 10.5 tells us that ||(8)] < [|d°(a) + Log(y)|| +
O(log? |Ak| + log N'(mg) + nlog(w)). In order to obtain the desired bound (i.e.,
with d(a) instead of d°(a)), we use property (4) and we replace the input (a,y) by
(b, 2) := (a,y - N'(a)}/™), so that d°(b) + Log(z) = d(a) + Log(y).

For the shifting property, we use the fact that d(a) + Log(y) + (o) = d(a- (a)) +
Log(y- (Jo(a)|™1)s) € Divg. For the last property, item (4), note that Sample does
not depend on | N (y)|, as follows from Lemma 9.4. O
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Remark 13.4. In the S-unit computation algorithm in this paper, we assume that
we are given an LLL-reduced basis of the ring of integers Ok . In other words, we
take such a basis of Ok as part of the input. We refer the reader to the discussion
in Section 2.0.

Remark 13.5. Looking into the details of Part 1, the part b° in the running time
of Theorem 9.5 is caused by a b-BKZ reduction on an ideal lattice a (see Section 9).
One may wonder whether, in the context of this section, using an ideal-SVP algo-
rithm specifically designed for ideals (e.g., [29, 63]), instead of the BKZ algorithm,
might lead to better results. This is unfortunately not the case at the moment, since
all current algorithms exploiting the special structure of ideal lattices are heuristic.
Additionally, they all use an algorithm computing the class group and the unit group
of K as a building block, which would be a circular requirement here.

Remark 13.6. Theorem 15.2 can also be made to work for arbitrary T € K™ (with
an additional size(T) in the running time). Even a random T is possible (which
might be useful in certain use-cases), though then the factorization of mg must be
known. Indeed, using this factorization, uniform sampling of 7 € (O /mg)* can
be done in time poly(log N'(mg), log [Af|) by sampling uniformly in (Or/q)* for
all prime power divisors q | mg and using the Chinese Remainder theorem.

14. DENSITY OF SMOOTH IDEALS

From the early work of Hafner and McCurley [38] for imaginary quadratic fields,
to the generalizations for larger degree fields [17, 10], the core of the strategy to
compute class groups as been to find random relations between classes involving
smooth ideals. The probability of a somewhat random ideal to be smooth thus
plays a key role in the analysis of such algorithms.

For any 0 < B < z, let Uk (x,B) be the number of B-smooth integral ideals
of K of norm at most x. It is well known [75] that whenever (loglogz)%/3te <
log B < log x, we have

log(uw+1
@KQQB)x~m«p@0(1+O&K<%;dg))>, (103)
where p is the Dickman function, and u = llgggg. One then needs to estimate

the dependence in K hidden in the big O error. Unfortunately, scrutinizing the
proof of [75], and using the best known uniform estimates of the ideal counting
function [73], one finds that the hidden constant is exponential in the degree n of
K. This means that for the estimate of Equation (103) to be non-vacuous, one
needs the smoothness bound B to be doubly exponential in n.

It is not clear at the time whether this issue is unavoidable (i.e., the estimate
Uk (x,B) ~ - pk-p(u) is truly only valid when B is large compared to the degree),
or is an artifact of the techniques not being precise enough. Therefore, instead of
this estimate, we rely on the following weaker but simpler combinatorial bound.

Lemma 14.1 (ERH). For any ¢ > 0, there exists a constant C' such that the
following holds. Let B > By := C(n+log|Ak|)?¢, and let A < B/(4log B). Let
S84 g be the set of integral ideals of Ok whose prime divisors have norm in (A, B].
Letx > B-e", and u = llgggg. Then the density at x of Sa g satisfies

41 1—u

(4log B) ™ _
pr B

u

§SA,B [‘T] >
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Proof. Let y € [x/e™, x]. Note that, by the assumption = > B - €™, we have y > B.
Let (p;)¥, be the hst of all prime ideals in Ok of norm in (A, B] We have

logy
{Hpi > et <1ogy} { ez>ozez_log3}‘.
i=1
Writing v, = 11;’% and v = [uy] > 1 (since y > B), we deduce
U-I—N—l) > (v—I—N—l

v

1Sa,B(y)| =

|SA’B(y)| > < ) > NV™" > Nvu;“y.

There exists D > 0 depending only on ¢ such that for any X > D, we have
X1/(2+e/2) < X1/2/(log X)2. Then, by a result of Lagarias and Odlyzko [47], there
is a constant'°F (absolute) such that for any X > max(D, F(n+log|Ag]|)?+¢/?) =
F, we have thng < wr(X) < X. Let A = max(A,F). Recall that A <
B/(4log B). 1If furthermore F < B/(4log B), then, A’ < B/(4logB), and we
get

v

B B
= — > — N> — A > .
N=me(B) =mx(d) 2 510 p — W) 2 55 =4 2 110 B

We now show that we can choose the constant C Such that indeed F' < B/(4log B)

(hence the conditions of the lemma do imply N > 12 s B) There exists G > 0 de-

pending only on & such that for any X > G, we have x5 < X/(41og X).
Therefore, for any § > 0 and B > max(G, F°), we have
52+e/2

2+e/2
B/(4log B) > B2¥¢ > F° 2% .
Choosing § = 2+6/2, we get that B/(4logB) > F (as desired). Now, we have

F° = max(D°%, E(n + log |Ak|)?*¢). One can therefore choose the constant C' =
max (G, D°, E%), to enforce B/(4log B) < F.
We have just proved that N > Then, we have

410gB
N’ > N"~' > (y/B)(4log B)' .
We obtain |Sa 5(y)| > (y/B)(4log B)'~%vu, “?, hence, writing u = u,, we have
[SaW)|  (4log B)' (4log B)' ™" _
PK Y pr B px B

u, v >

u
y .

15. BACKGROUND ON S-UNIT LATTICES

15.1. S-units. In this section, we formally define S-units and the Log-S-unit lattice,
and recall some of its properties.

Definition 15.1 (S-units). Let S be a set of prime ideals of Ox. An element
a € K is an S-unit if and only if a - Og = Hpes pUe for some (vy)pes € Z5. We
write O s C K for the set of S-units.

We will use the language of divisors introduced in Section 2.8.

I5The original statement [47] (putting L = K and G = {1}) reads |rx(X) — Li(X)| =
O (X1/2 log(|Ak|X™) + log |Ak|), where the constants in the big-O are absolute, and Li is the
logarithmic integral.
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Definition 15.2 (S-Divisor group). Let S be a (finite) set of prime ideals of Ok.
We define the S-divisor group Divg s C Divg

Divgg := @Z X @R,

peS v
where v ranges over the set of all infinite places (embeddings into the complex

numbers up to possible conjugation). Additionally, we define the degree-zero S-
divisor group Div(l)()S =Divgsn DivY.

In the present part of the article, we often write elements of Divg s as a vector
((ap)pes, (av)y) to emphasize that it has finite dimension and that these elements
are computationally represented as lists. We have the inclusion H C Log(Ky ) C

Divg s. This degree-zero S-divisor group serves as an ambient space for the Log-S-
unit lattice, which is defined as follows.

Definition 15.3 (Log-S-unit lattice). Let S be a set of prime ideals of Ok. The
map Logg is defined over OIXQS by

LOgS : O;;,S — DiV?{,S
a +— ((—vp)pes, Log(a)) = —(a).
where the vy are such that a-Ok = [, s, and where Log(a) = (ny log oy (a)]), €
@D, R, with n, =2 if v is complex and 1 otherwise, see Section 2.7.
The Log-S-unit lattice is defined as
Logs (O ¢) = {Logg(a) |a € Ok g} C DiV?(,s-

Remark 15.4. Note that the image of Logg on C’)IX(’S is indeed in Div?{’g, since
this map Logg is just the negative of the ‘principal divisor’ map () : K — Divg
restricted to OIX{,S: and principal divisors have degree zero (see Section 5.1).

The Log-S-unit lattice is a lattice in the real vector space

Divis(R) = { (@p)pes, (w.).) € DR x PR | 3wy logN(p) + = 0}.

peS v peS v
(104)
Here the sum formula in above definition is a generalization of the degree function
to real z, € R. This lattice Logs(Of g) has rank r + [S| where r = ng +nc — 1,
i.e., it is full rank in DiV?(’S(R).
Note that Logg(Ox 5) € Div%’s C Divg inherits a Euclidean length notion via
that of Divy (see Section 2.8). When S = (), the lattice Logg(Ox g) C R coincides
with the Log-unit lattice Log(Oj ).

Lemma 15.5. IfS is a set of prime ideals generating the class group, then it holds
that ' Vol(Logs(OF 5)) = hx-Vol(Log(O))) = hiRi -v/ng + nc, where hy is the
class number of K, RK 1s the requlator, ng is the number of real embedding and nc
is the number of complex pairs of embeddings. In particular, Vol(LogS(OIX(’S)) does
not depend on the choice of S (as long as it generates the class group). Moreover,
we have

10g(V01(L0gs(OIX(,S))) < log |Ak]-

16We understand Vol(Logg (O )) as the volume of the quotient Div(}{’s(R)/ Logg (O o)-
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Proof. The lemma follows from Lemma 5.1 and the observation that the group
PicY in [14] is isomorphic to Div(])(yg / Logg(Ok s), whenever S generates the class
group. ([

A lower bound on the first minimum of the lattice Logg(O ) can be derived from
Kessler’s lower bound on the first minimum of the Log-unit lattice (Lemma 2.14).

Lemma 15.6. For any set of prime ideals S, it holds that \i(Logs(Okg)) >

Proof. Let a € O g be such that Logg(a) reaches the first minimum of Logg (O ¢),
i.e., || Logg(a)]l = M(Logs(Ofg)). Let vy € Z be such that a - O = [],cgp™
(we know that they exist since « is an S-unit). Assume first that one of the v, is

non-zero (say vy, ), then || Logg(c)|| > |vp,| > 1 since vy, is an integer. This gives

us A; (Logg(Ofg)) > 1> m as desired.

Suppose now that all v,’s are zero. Then a € Oj; is a unit and || Logg(a)|| =
|| Log(a)]|, and the bound follows from Lemma 2.14. O

Representation of the log-S-unit lattice. In the present part of this article, we
will compute a generating set of the Log-S-unit lattice by a collection of pairs
((v,(f))p€§7 al)) € 78 x K, which generate Logs(Ok ) as a Z-module. How this is
done is explained more precisely in Section 18. Up to and including that section,
the elements o) in these pairs are represented by their coordinates with respect
to the basis of O (as explained in Section 2.6).

In the sections after that, Section 19 and Section 21, instead of a generating set,
a basis of LogS(OIX(S) is computed. This will again lead to a collection of pairs
((wp)pes; B) € Logg(Of ) but this time the 8 € Logg(Ox ) are written in a so-
called compact representbtion, see Section 2.6. Indeed, the elements /3 will be of the
form § = Hj(a(j))NJ', where ) € K come from the generating set, and N; € Z.
The product is not evaluated but rather stored as (a'?), Nj;);. Even in this compact
representation, the bit size of the final IV; can be as large as the running time of
the entire algorithm. For more details, see Section 2.6 and Section 21.

16. THE GENERATING AND COVERING RADIUS OF THE LOG-S-UNIT LATTICE

In this section, we give an upper bound on the generating radius Q(LogS(OIX(S)),
which is related to the covering radius of the Log-S-unit lattice (see Definition 2.2
and Lemma 2.3). Recall that o(Logg(Ox g)) is the smallest real number 7 > 0 such
that Logg(O% <) can be generated by vectors of Euclidean norm < r. Having an
upper bound on this quantity r will be useful in Section 18. Indeed, we will first
see in Section 17 how to compute a single vector in Logg(Of g), and we will then
want, in Section 18, to compute a generating set of Logg( IX(S) In order to do so,
we will need to know how short we can expect the vectors of this generating set to
be, which is exactly the generating radius o(Logg(O g))-

The first part of this section (until and including Lemma 16.8) is devoted to
computing an upper bound on the covering radius'” Logg (O ¢) of the Log-S'-
unit lattice for a specific set S’ (of relatively small cardinality). This upper bound

17This covering radius makes sense when seeing LogS/(OIX( /) as a lattice in the real vector

space Divg s(R), see Equation (104).
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is obtained due to the random walk result from [14, Theorem 3.3]. When rephrased
with our formalism, and with a bit of work, the random walk theorem from [14]
states that there exists a distribution W7 outputting somewhat short vectors of
Div g (the ambient space of Logg (Of /) and such that W' mod Logg (O /)
is close to uniform in Div?(s, mod LogS,((’)IXQS,). The shortness bound on the out-
put vectors of W7 is proven in Lemma 16.5, and the close to uniformity modulo
Logg (O g ) is obtained by combining Theorem 16.2 and Lemma 16.4. Intuitively,
this means that any vector from Div?{s, mod Logg,(Of(’S,) is somewhat close to a
vector in the support of the distribution W7, which are all somewhat short. Hence,
the covering radius of Logg (O g ) is somewhat small (see Lemma 16.8). In order
to formalize this intuition, and because our distribution W7 is not perfectly uni-
form but only statistically close to uniform, we need to show that the volume of a
small ball in Div%yg, mod Logg (O /) is not too small (it could happen that the
ball folded modulo LogS/(OIX(S,) becomes much smaller than the original unfolded
ball). This is what is done in Lemma 16.6.

Once we have an upper bound on cov(Logg (Of g /)), we also have an upper
bound on ¢(Logg (O /) by Lemma 2.3. We then need to extend this to larger sets
S O §’, which is done in Lemma 16.9. We could also extend directly the bound on
cov(Logg(Of g)) to larger sets S, but this would grow as V/IS|, whereas our sharper
bound on the generating radius o(Logg(Of ¢)) only grows as max,es log NV (p). Us-
ing the larger bound on cov(Logg (O} )) would have no impact on the asymptotic
complexity of our algorithm, but we prefer to keep the intermediate results as
tight as possible, to facilitate reusability in other works. Overall, our upper bound
on o(Logs(OFk g)), which is the main result of this section, is stated in Proposi-
tion 16.10.

We start by rephrasing the random walk theorem from [14, Theorem 3.3] (see also
Definition 6.1) in S-unit terminology. As already mentioned in the preliminaries,
the quotient group Div(}(s / Logg(OFk s) is isomorphic to the Arakelov class group

PicY, provided that S generates the class group.

Definition 16.1 (Random walk distribution, rephrased from [14, Definition 3.1]).
Let S be a set of prime ideals of K, N € Z~o and s > 0. The distribution W(S, N, s)
is a probability distribution over Div%,s obtained by the following procedure.

(1) Set y =0 € Divgs. The first |S| coordinates of y are denoted by y, (with
p €S) and the last ng + nc coordinates of y are denoted by vy, (with v the
places associated with the (pairs of) embeddings o : K — C).

(2) Sample x € H from a continuous centered Gaussian distribution with stan-
dard deviation s, where H = spang(Log(O))) (i.e., H = Log(Kg) =
{(zv) € B, R| >, 2, =0}). Sety, =z, for all places v.

(8) Forjfrom1 to N, samplep uniformly at random in'S and update y, = yp+1
and y, =y, — %N(p) for all places v. Here n, =2 if v is complex and
1 otherwise.

(4) Return y

Observe that the distribution W(S, N, s) produces vectors in Div?{’s, (i-e., vectors
Y € Dpes Z x D, Rsuch that 37, vy, + 3, s yp - log N (p) = 0.
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Theorem 16.2 ([14, Theorem 3.3], ERH). Let ¢ > 0 and s > 0 be positive real
numbers and k € Z~q. Let s’ = min(v/2-s,1/n,(Log(O%)Y)), where n1 (Log(O5)Y)
is the smoothing parameter of the dual lattice of the log-unit lattice Log(Oj).
Then there exists a bound

B = O(n*"[n*(loglog(1/¢))? + n*(l0g(1/5'))* + (log | Axc|)?])
such that for any
metpe= -log(1/s') + 5 log(Vol(Logs (O 5))) + log(1/e) + 1

klogn

the random walk distribution W(S, N, s) mod Logs(Ofc ) is within statistical dis-
tance at most €/2 from uniform in DiV(I)(,S / Logg(Ok s), where S = {p prime ideal |

N(p) < B}.

Proof. This theorem is a direct translation of [14, Theorem 3.3] (or Theorem 6.4)
with this section’s S-unit terminology: recall that if S generates the class group,
then Pic) is isomorphic to Div?{,g / Logs(Ok 5)- By a result of Bach [4], S indeed

N>

)

generates the class group for B > 12log? |Ak|, hence indeed the bound in the
theorem statement suffices. (I

In order to prove Proposition 16.10, we will use a tail-cut random walk distribu-
tion.

Definition 16.3 (Tail-cut random walk distribution). LetS be a set of prime ideals
of K, N € Z~g, s >0 and e € (0,1]. The distribution WT (S, N, s,¢) is a probability
distribution over Div(l)(s obtained as in Definition 16.1, except that the Gaussian

distribution used to sample x is tail-cut att :== s-4/2-n - log (47") In other words,

x is sampled from Gy s conditioned on ||z|| < t.

Lemma 16.4. For any set of prime ideals S, N € Z~o, s > 0 and € € (0,1], the
statistical distance between W(S, N, s) and WT (S, N, s,¢) is upper bounded by ¢ /2.

Proof. By the data processing inequality (Theorem 2.16), it suffices to prove that
the statistical distance between Gy s and its tail-cut variant is bounded by /2.
This directly follows from Lemma 2.19. t

Lemma 16.5. Let S be a set of prime ideals, N € Z~q, s >0 and ¢ € (0,1]. Then
the support of the distribution W (S, N, s, ) is included in {x € DiV(])(yg x| < R},

where
4-n
R=s~\/2~n~log () +N- <1+maxlogN(p)>.
5 pes

Proof. Let y be output by WT(S, N, s,¢). By the definition of this distribution, we
have y € Divg{’s. We want to show that |ly|| < R.

Let us consider the components of y = ((yp)pes, (Y)v) in PpegZ and P, R
separately. The vector (yp)pes satisfies ||(yp)pes|l < ||(yp)pes|li < N, by definition.
From the tail-cut definition of W7, we also know that (y,), is the sum of a vector

of norm < ¢ (where ¢ is defined in Definition 16.3) and of N vectors of norm at
V2n-max,es log N (

most < P < maxpes log NV (p). Summing all these terms provides the
desired upper bound on ||y||. O
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We will also need the following auxiliary lemma, which lower bounds the prob-
ability that a uniform element modulo LogS(OIXCS) falls in a small ball. We denote

tBoc = {((p)p (20)0) € Divies(R) | [[((2p)p, (20)0) [l < 11,

where Div(;(’S(R) was defined in Equation (104) (note that this is the R-span, even
for the coordinates in S). Recall that U (Div?{’g / Logs(Ox ) is the uniform distri-
bution over the compact group Div?(’S / Logs (O )

Lemma 16.6. Let S be any set of prime ideals generating the class group and let
z € Divi 5(R) be fized. Then, fort =1+ 1. > pes log N (p),
Pr (Hz € tBu so that y = x + z mod Logg(Ox S))
y<U(DivY o / Logg (O 5)) ’
S 1
~ (1000 - n - log(n)3)™ - hx - Vol(Log(Ox))

Remark 16.7. Note that in this lemma, the element y belongs to Div?{yg, hence
has its first coordinates in @pes Z, but x and z are only required to live in the larger

space spang (Logg(Ok ) = Div%,S(R), which means that their coordinates xy, zp
might be real.

Proof. We will start with writing the probability in terms of volumes in the quotient
Xs = Div%’g / Logs(Oj ). For convenience, we will use the notation

Folds : Div s — Xs.

We have
— X
yefz)f(x) (Elz € tBy so that y = x + z mod LogS(OKS))
_ Vol(Folds((tBx + x) N Divig))
B Vol(Xs)

To address the semi-continuous nature of Div?(’g (as opposed to Div%’S(R)), we
define z € Div?ﬂS by the rule Z, := [z, | and T, =z, — 7= 37 (Tp — xy) log N (p)
(for all p € S and places v; here n, = 2 if v is complex and 1 otherwise). Then
T € Div(;(ﬁ and

1 1
7~ e < 5+ 2 DTN ). (105)
peS

In particular, %BOO 4+ T C tBs + x. Since volumes in Xg are invariant by
translation (by elements of Div%yg), we get

Vol(Folds ((tBw + #) N Divis)) > Vol(Folds((3Be + ) N Divig))
= Vol(Folds (1B NDivls))

We have %BmﬂDiv(}(,g = {0} x (3B, where BY, is the unit co-ball in the R-vector
space Div(}(,@(R). We deduce

Vol(Folds (((3Bs) NDivl 5)) = Vol(Foldy(38%)) > Vol(Foldy(rBL))
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for any 0 < r < 1/2. If furthermore n!/2r < IX;(Log(O})), the restriction of Foldy
to rBY, c n'/?rBY is injective, and we get

Vol(Foldy(rB2)) = Vol(rBY ) = (2r)"=+7e=1 > (27),

Composing all our volume (in)equalities, for r < 1 min(1, \;(Log(O%))//n) we
have
Vol(Folds((tBs + 2) N Divig)) > (2r)".

From Lemma 2.14, we know that A;(Log(O5)) > (1000 - \/n - log(n)®)~!. Hence,

taking r = % . W satisfies the above condition. Together with the identity

Vol(Xs) = hi - Vol(Log(Oj)) (see Lemma 15.5), we obtain the desired bound. O

From this, we can prove the following upper bound on the covering radius of
Logg(Ok ) when [S] is sufficiently large.

Lemma 16.8 (ERH). There exist By = poly(log|Ak|) such that if S’ is the set of
all prime ideals of norm < By, then S’ generates the class group of K and we have
cov(Logs (O &) < poly(log |[Ak|).

— — 1 —
Proof. Let us take k =1, € = 3-(1000- 1o (m)F)" i Vol(Log(0%)) and s = 1/n. Let B
and N be as in Theorem 16.2, for these choices of k, € and s, with N minimal.
We will prove that the lemma holds for B; = B. We have already seen that the
B from Theorem 16.2 is such that all prime ideals of norm < B generates the class
group, which proves the first part of the lemma.
Let us now prove the second part of the lemma. Let 2 € spang(Logg (O o)) =

Div(}(s, (R). We would like to show that there exists a vector y in the support of
the tail-cut random walk distribution W7 (S', N, s, €) that is not too far away from
z mod Logg (O g ).

From Lemma 16.6 and by definition of €, we know that

Pr (32 € tBs such that y = 2 + z mod Logg (O S,)) > 2¢,
yeUDVY, , /Logs (O ) ’

where B := {((2p)p, (#,)0) € Divies(R) | [|((zp)p, ()0) oo < t} and £ =1+
ZPES/ IOgN(p)

Moreover, combining Lemma 16.4 and Theorem 16.2, we get that the statistical
distance between WY (S/, N, s, ) and the uniform distribution over DiV(IJ(’S / Logs (Ok s/)
is at most €. Hence, we obtain that

yeWT]i:)Sr’,N,s,s) (32 € tBs such that y =  + 2z mod LogS,(OIX(S,)) >2e—¢e>0.
This proves the existence of some y in the support of WT(S', N, s,¢) and some
z € Div g(R) = spang (Logs (O g)) with [|z[ec < 1+ 35 g log N (p) such that
z+ 2 —y € Logg (O g ). This means in particular that
min |z — ol < lz]| + [ly]-
vGLogS/(OKYS,

We know that the number of prime ideals of norm bounded by B is at most
B - n (since there are at most n prime ideals above any prime integer in Z). Hence,
> pes log N(p) < B-n-log B and we have ||z|| < /T +1+[S'|- (1 +nBlogB) <
poly(B,log |Ax]).
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Since y belongs to the support of WT(S/, N, s,¢), we know from Lemma 16.5
that [|y|| < s-1/2-n-log (42) + N - (1 +log B).

Let us upper bound the terms log(1/¢), B and N appearing in the two upper
bounds. Recall from Lemma 15.5 that log(hg - Vol(Log(0O))) < log|Ak|. From
this, we see that log(1/e) = poly(log|Ak]). It was shown in [14] (in the proof
of Corollary 3.4) that 7;(Log(O5)")) < poly(n). Hence, by choice of s, we have
1/s" = poly(n). From this, Lemma 15.5, and the choice of k¥ = 1, we obtain that
B = poly(log |Ak|) and N = poly(log |Ak[).

We conclude that for any = € spang(Logg (O g)), we have

min ||z — v < poly(log |Ak),
vGLogS/(O;YS,
hence cov(Logg (Of /) < poly(log|Axk]). O

Only one last lemma remains to be proven before being able to prove Proposi-
tion 16.10. This lemma relates the generating radii o(Logs (O s)) and o(Logs (Ok o))
when §’ is a subset of S.

Lemma 16.9. Let S and S’ be finite sets of prime ideals in Ok satisfying S’ C S.
Let S’ generate the class group. Then we have

o(Logs(Og5)) < (n+|S']) - o(Logy (O o)) + maxlog N (p) + 1.

Proof. In order to show an upper bound on the generating radius o(Logg(Of s)),
we will construct short vectors that generate the lattice LogS(O}X(,S), using the
short vectors that generate the lattice Logg,(0§7s,). In this way, we relate the
generating radii of Logg(Of ) and Logg (Ok ). We will first show that these
vectors that we construct span a lattice of rank ng + nc¢ + S| — 1 (the same as the
rank of Logg(Of 5)) included in Logg(OFx ). We then conclude that both lattices
are equal by a volumetric argument.

Let us order the elements of S = {p1,...,pjg} such that §" = {p1,...,ps}-
By definition of Logg(Ok ) and Logg (O g ), we know that every vector v €
Logg (Ok &) padded with |S|—|S'| zeros (at the ‘prime places’) belongs to Logg(Of s)-

Let us fix some by, -+, b, (for some r > 0) generating Logg (O /) with [[b;]| <
o(Logg (Ok g ) for all i’s, and let us consider the associated vectors bi, b, €
LogS((’)IX(’S) obtained by padding them with zeros. Since padding with zeros does
not change the euclidean norm, we still have ||b;|| < o(Logg, (Okg)) for all i’s.
Moreover, the vectors b; span a lattice of rank ng + nc + |[S'| — 1, included in
Div%’s.

Let us now construct [S| —[S'| other vectors ¢jgry1,- -+, ¢js in Logg (Of o). Let
us fix some ¢ with |S'| < ¢ < |S| and consider the prime ideal p; € S\ S'. Since &'
generates the class group, we know that there exists a; € K and v® e Z5 such

(@) .
that ;- O = p; + [[;< by’ - For j > '], let us define v = 1if j =i and 0
otherwise. Then, the vector ¢; := ((U;i))jg‘g‘, — Log(c;)) belongs to Logs(Oks)-
By definition, we know that we can decompose ¢; = d; + e; where d; belongs
to spang(by,---,b.) and ¢; = ((0,...,1,...,0), (—"”I%N(m)),,) € Divgg (with

ny log N(p:)
n

the last coefficients (associated with the infinite places) equal to and
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the 1 in position of the prime p;). We can reduce the vector d; by using the
vectors by, - - -, b, to ensure that ||d;|| < (n+|S'|)-max; ||b;]| (for example, by taking
nr+nc+|S'|—1 linearly independent vectors among the b;’s and performing Babai’s
round-off algorithm).

Hence, without loss of generality, we can assume that

l[eill < (n+1S']) - o(Logg (Ok s)) + maxlog M (p) + 1.

So if we can show that the b;’s and ¢;’s generate Logs(Oj ), we have o(Logs (O ¢)) <
(n+1[8']) - o(Logs (Of &) + maxpes log N (p) + 1.

So, it remains to show that the vectors b;’s and c¢;’s generate LogS(OIX(S). Let L
be the lattice generated by the b;’s and the ¢;’s. By construction, L C LogS((’)IX(’S).
Moreover, from the structure of the ¢;’s, we know that L has rank ng +nc+|S'|—1+
(IS[=[S']), i-e., the same rank as Logg(Of s). Finally, by choice of the ¢;’s, we know
that Vol(L) = Vol(Logg (Ok s/)) = Vol(Logs(Ox g)), where the last equality comes
from Lemma 15.5. From this, we conclude that L = Logg(Of ), as desired. O

Combining everything, we can now prove Proposition 16.10.

Proposition 16.10 (ERH). There exists some By = poly(log |Ak|) such that for
any set S containing all prime ideals of Ok of norm < Bj, it holds that

o(Logg(Ok ) < poly(log |Ak|, mex log N'(p)).

Moreover, By is such that the prime ideals of norm < By generate the class group
of K.

Proof of Proposition 16.10. We prove that the lemma holds for the same bound B,
as in Lemma 16.8. We already know from Lemma 16.8 that this bound Bj is such
that all prime ideals of norm < B; generates the class group.
Let us call ' the set of prime ideals of norm < B;. From Lemma 16.8 and
Lemma 2.3, we know that o(Logg (Ox s)) < 2-cov(Logg (Of ) < poly(log[Ak]).
From Lemma 16.9, we conclude that

o(Logs(Ok g)) < vVn+ S o(Logy (O ) + max log NV(p) + 1

< poly (log IAKl,rggglogN(p))

where we used the fact that |S'| < nB; = poly(Bi,log|Ak]|) (see the proof of
Lemma 16.8). d

17. GENERATING A SINGLE S-UNIT

In this section, we describe an algorithm that computes in subexponential time a
vector in the Log-S-unit lattice when the set S is sufficiently large. Our algorithm
even does slightly more than that, namely given as input an integral ideal a, the
algorithm computes a relation between the ideal a and the ideals of S, that is, it
outputs a € K and (vy)pes such that a = a - O - [[,cc ™.

Running the algorithm with a = Ok provides a vector in the Log-S-unit lattice.
However, in Section 18 we will use the fact that the algorithm can take as input
any integral ideal a and not just Og. Indeed, in Section 18, we want to generate
many independent vectors in the Log-S-unit lattice (so that they generate the full
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lattice with good probability once we have enough of them). In order to ensure
independence of the vectors, we will crucially rely on the fact that we can choose
as input any ideal a.

Another place where we need to take as input an ideal a is when we want to
recover a generator of a principal ideal or compute a class group discrete logarithm
(as explained in the introduction). In these cases, which correspond to the descent
phase of the sieving algorithm, we need to find a relation between any input ideal
a and the prime ideals of S for which we computed the Log-S-unit lattice.

Given as input an integral ideal a, Algorithm 3 uses Theorem 1.1 to sample
elements o € a until the relative ideal a-a~! is S-smooth. Any such smooth relative
ideal provides a relation between a and the ideals of S. By Theorem 1.1, the success
probability of this procedure is related to the local density of smooth ideals, which
we computed in Section 14. As will be discussed later (see Section 21.1) there are
certain regimes, depending intricately on pg,n and log |Ak| where the sampling
algorithm’s success probability increases when the first small primes are omitted
from the computation, thus introducing a modulus mg consisting of the product
of small primes. This is the main reason why Algorithm 3 starts with computing
an approximation of px and chooses different avenues depending on the value of
Pk, leading to either a modulus mg consisting of small primes (if px is large) or an
empty modulus my = Ok (if px is small).

17.1. The algorithm that generates a single S-unit relation. The following
definition of w will be used in Algorithm 3.

Definition 17.1. For a given number field K of degree n, a modulus mg, and real
numbers x,b > 1, we define w € Z~qo as the smallest positive integer such that
r =48 -w-b2n/b . n7/2. \AK|% ~./\/'(m0)% satisfies v™ > e" max(Bgm, Brw, 102?),
where By is defined in Lemma 14.1 (with € := 1 loc. cit.), and B,y is defined in
Theorem 13.2.

Note that using the fact that By, = poly(log|Ak|) and B,y := poly(log |A k],
log V' (myp)), we can see that w = O(1) is a constant (and so in particular size(w) =
O(1) since it is an integer).

We can now describe Algorithm 3, which computes one relation.

Notation 17.2. Throughout the following lemmas, we will use the following nota-
tion:

e We put Buax = max(exp(y/log(r™) loglog(r™)), Bsm, Brw, 1022). Note that
this instantiation implies x < ﬁi:ﬁ) < Buax/(410g Biax) (in the first
inequality we used x > 1 and for the second one we used the fact that

y — y/(4log(y)) is increasing for y > 3).
log(r™) .
IOg(gBmax) ’

Note that, since 7 = 48 - w - b2*/® . n7/2 . |Ac|2n - N(mg)w > 48, we certainly have
7™ > e" - exp(y/log(r™) loglog(r™)) and hence r™ > " Byax.

o U=

In order to analyze the running time of Algorithm 3, we need to get a lower bound
on the success probability psyccess that the repeat...until loop from lines 10-
12 terminate. This is what we compute in the next four lemmas. In order to
improve readability, we decomposed the computation into small lemmas, the most
interesting one being the last one (Lemma 17.6).
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Algorithm 3 Computing one relation

Require:
(i) An LLL-reduced basis of O,
(ii) an ideal a € T,
(iii) a set of prime ideals S of K,
(iv) y € K.
Ensure: a € a and (vy)pes € ZS, such that a = aO - [Tpesp™>
1: define b = n?
2: compute an approximation px of px such that g < px < 2pk (see Proposi-
tion 2.9)

3: define x = max (

log?/3 |Ak| n2/3
log?/3 log |A k|’ log2/3(n)

4: if pr < exp(zlog®(x)) then
5. define mg = (1)

6: else

7. define mg = [T (py<, P

8: end if

9: Define w as in Definition 17.1
10: repeat

11:  « < Sample(a,y, mg,b,w) (see Theorem 13.2)

12: until aOg - a~! is S-smooth

13: compute (vy)pes € Z5, such that aOf -a~! = [Tpesp®
14: return (o, (vp)pes).

Lemma 17.3 (ERH). Put r, Bynax,t € Rsq as in Notation 17.2. Assume that S
contains all prime ideals not dividing mg of norm < Bpax, and that a is coprime
with mg. Then the success probability Peuccess 0f aQra~t being S-smooth in the
repeat-loop (lines 10-12) of Algorithm 3 satisfies

» 1 N(mg) (4 log(Bumax)) % - u™4
success 6 ¢(m0) i pK Bmax N

Proof. We denote Ss for the S-smooth integral ideals. Since S contains all prime
ideals (coprime to mg) of norm < Bp.x per assumption, and Bpyax > Brw by
definition, we have SsSp,, = Ss (where we considered only prime ideals coprime
to mg in SBrw)'
In line 11 of Algorithm 3, we use Sample from Theorem 13.2. According to that
theorem,'® the probability psuccess of Ok - a~! lying in Sg - Sp,,, = Ss is at least
N(mp) ds; [1"] > 1 N(mg) (4log(Bmax))' ™ -u™
Poueees = lmo) 6~ 6.o(mo) - px Brnas |
Here, the last inequality comes from computing the density of smooth numbers
as in Lemma 14.1. We instantiate that lemma with A := z if mg # Ok and
A = 1 otherwise (this is to take into account that the prime dividing my are
omitted, see lines 7 and 5), € := 1, and B := Bpax. These parameters indeed

satisfy the constraints of Lemma 14.1 since Bpax = Bsm, ™ > €"Bpax, and A <
Biax/(41og Bmax) (see Notation 17.2). O

(106)

18We can apply the theorem because a is assumed to be coprime with mg.
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Lemma 17.4. Keeping the notations from Lemma 17.3, it holds that

(4log(Bmax)) ™% - u® 1
> . 107
Bmax o (Bmax)3 ( )
Proof. Taking negative logarithms, and writing R = log(r"), 8 = log(Bmax) and
u = R/f, we obtain

o 1—u | u"
—log <(41 g(B“;;")) ) =8+ (1; - 1) log(45) + glog(R/ﬂ). (108)

It suffices to show that the two right-most summands of Equation (108) are upper
bounded by . Note that, by Notation 17.2, we have that 8 > /R log R. Hence, we
immediately see R/ -log(R/8) < v/Rlog R < (3. For the middle summand, note
that (% —1)log(48) < B is equivalent to R < 32/log(43) + 3. The latter inequality
is true because 3 — (3%/log(48) + 3 is an increasing function for 8 > 1/2 and, for
R > 3 (which is clearly satisfied since r > 16),

(VRlog R)? 2
—_ RlogR < log(4 ,
< ot VIR R < 5 108(45) + 5
where the first inequality follows by graphical inspection and the second by the
monotonicity of the function 3 — 52/ log(4/) + f. O

Lemma 17.5. Keeping the notations from Lemma 17.3, it holds that
Bunax € poly(Ljay|(3), Lar(mo) (3): Lnn (3))-
Proof. From the definition of B,y in Notation 17.2, we have that
Buax € poly(exp(+/log(r™)loglog(r™)),log | A x|, log N (my)) (109)
= poly(Lja|(3), Lar(mo) (5), Lnn (3))- (110)
Indeed, by the definition of r and the definition of b, and using that w = O(1)

logb
log(r™) < O(n o8 +10g|AK|+logN(mo)) = O(n*?logn,log |Ak|,log N (my)).
And hence
exp(y/log(r™) loglog(r™)) < poly(Lja | (3), Lar(me) (), Lun (2)). (111)

O

Lemma 17.6. Keep the notations from Lemma 17.3 and define
St = min (pK,maX( log3 |As]- 1ogs(1og|AK\ n3 log 3 n) )
%

Then it holds that Buax and pgheess are both in poly(Lia,.|(3), Lun (2), p5°).

Proof. Combining Lemma 17.3, Lemma 17.4 we obtain that

psuccebs E p0|y( (z)(m(O)Op)K Bmax)'

Moreover, Lemma 17.5 gives us Bmax € poly(Lja,((3), Ln=(2), Ly(me)(3)). To
prove the result, it then suffices to show that

POly (L (mo) (3), E5FE2 ) = poly ().
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log?/% | Ak | n?/3
log?/3 log |A K|’ log?/3(n)
cut

P53t = min (px, exp(O(z logQ(x)))) . We distinguish two cases.

Case 1: px < exp(zlog?(z)).

By line 4 and 5, we then have px < 25k < 2 - exp(zlog(z)) (in particular,

pr = poly(p5¥*)) and mp = (1). Hence N(mg) = ¢(mo) = 1 and thus
(

We write £ = max ( ) as in line 3 of Algorithm 3. Note that

d(mo)-pr

(1
Poly(Lr(mo) (3): “Rigmey ™) = Poly(pxc %)

) = poly(p
Case 2: jx > exp(zlog?(z)).

In this case, it holds that x log(x)? = O(log px) and have my = [Ix(p)<o P (by lines
4 and 7). On one hand, by Proposition 11.2 we have

0) " PK x z
<Oz logz(z)) O(log pS&t). (112)

This follows from the fact that log|Ax| < O(x? - log?(x)) and n < O(z? log z),
2 2
since x = max ((bgl_ggbl?’;l[{> ° , (%) 3). On the other hand, using the same

bounds on log |Ak| and n, we have, by Lemma 11.4
log N'(mg) < O(x + Valog(z) log |Ak| + v/xlog?(x) - n)
<O (:E2 log3(x)) . (113)
We deduce that
10g L (moy (3) < O(y/log N{(mo) loglog N (mo)) < O log2(x)) = O(log p2").

(114)
Combining Equations (112) and (114), we thus obtain
POly (L (mo) (3), E5FEL ) = poly ().
O

Theorem 17.7 (ERH). There exists some Bmax = poly(Lja(1/2), Lnn(2/3), p%*),
where

2 2 2 4
cut . log3 |Ak|-log3 (log |A n3 log3 (n
p :mm(pK’maX(e g% |Ax|log? (log|Ak]|) on3 logi( >)),

such that the following holds. Assume that S contains all prime ideals coprime to
mg of norm < Buyax. Then, on input an integral ideal a coprime with mg, the set S

and y € H = Log(K3), Algorithm 3 outputs (v, (vp)pes) € a X ZIES(I) such that
a= a0 [
pes

Furthermore, Algorithm 3 runs in expected time
poly(Lia|(3), Lnn (3), size(S), pi, size(a), size(y), log |Ak|).

Proof. Thanks to the repeat. . .until loop from lines 10 to 12, the output of Algo-
rithm 3 is correct whenever it terminates. The fact that Bpax = poly(Lja((1/2),

L, (2/3), p5&) follows from Lemma 17.6. Hence, the main focus of this proof is
the expected running time of the algorithm.



88 K. DE BOER, A. PELLET-MARY, B. WESOLOWSKI

Since lines 1 up to 10 do not significantly contribute to the running time, it
suffices to concentrate on the expected running time of lines 11 up to 14.

For this time analysis we will use that log N'(mg) < poly(log |Ak|), by Lemma 11.4
and the definition of = on line 3. Also, we will use that b® < L, (%), from the def-
inition of b = n?/3,

e (Line 11) The sampling algorithm Sample takes (by Theorem 13.2) time
pOl}/(lOg |AK|a Size(a)v log(N(mO))v Size(y)a bb) = poly(log‘ |AK|ﬂ Size(a)7 Size(y)a
Lnn(%)) Here we use that size(w) = O(1) (see Definition 17.1).

e (Line 12 and 13) Checking for aOf - a~! being S-smooth (line 12), as well
as writing down the decomposition (line 13) if the ideal indeed is smooth
can be done with poly(size(S)) division of ideals.

e (Line 14) This is the return statement.

Hence, denoting peuccess for the probability of aQk -a~! being S-smooth in line 12,
we obtain an expected running time of

p;llccess ’ F)Oly(L’ﬂﬂ (%)7 SiZG(S), size(a), Size(y)a log ‘AK |) (115)
Using Lemma 17.6 provides an upper bound on pg,L...s and concludes the proof. [

17.2. Properties of the output distribution of Algorithm 3. From now on,
we assume that the input ideal a is S-smooth, since this will be the case when we
will call Algorithm 3 in the next section (this ensures in particular that a is co-
prime with mg, which is needed to apply Theorem 17.7). We describe the input of
Algorithm 3 as a divisor a = d(a) 4+ Log(y) € Divk s (we recover a = Exp¢(ar) and
y = Exp,.(as) € Ky ). The following properties of Algorithm 3 are required in
the later proof that Algorithm 4 (which is essentially Algorithm 3 with a Gaussian
distributed input) has an evenly distributed and concentrated output distribution
(see Lemmas 18.10 and 18.11). These two properties of this last output distribu-
tion are indispensable to show that sufficiently many samples from this algorithm
eventually generate the log-S-unit lattice LogS(OIX(,S).

We denote the output distribution of & € K in Algorithm 3 with input a € Divg g
by'? Da. By abuse of notation, we denote by the same symbol D, the distribution
over LogS((’)IX(S) defined by sampling o + D, and taking the log-S-unit map?’
Logg(«). Note that this map is well-defined, as Algorithm 3 only outputs o € K*
whose prime divisors lie in S, i.e., S-units (by line 12 and because a is S-smooth).
This yields a distribution D, € L'(Logg(Of g)) for each a € Divgg. Note that
Algorithm 3 and hence the distribution D, is independent on the degree of a (as
in Equation (10)), as Sample from Theorem 13.2 is independent on the norm.

Lemma 17.8. For alla € Divk g, the output distribution D, of Algorithm 3 (where
we consider the divisor a = d(a) 4+ Log(y) as input, which is equivalent to the input
(a,y)) satisfies the following three properties.

(i) We have @a[LOgS(O?(,s)] =1.
(i) For alla € K™! and all x € Logg(Ok g)

Z_)a[x] = ,DafLogS(oc) [l‘ + LOgS(a)]'

9Note the difference in notation compared to D in Section 10; the bar signifies that the
distribution is from Algorithm 3.

20This sends the roots of unity to the zero-vector, but that is not troublesome, as elements
a,Ca € K* for a root of unity ¢ have equal probability to be sampled.
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(i) There exists some R = O(log® |Ax|) + ||a|| such that
Da [Logs (O \(R - By)| =0

where R - By = {a € Divg s | ||lal| < R}.
(iv) Fora,a’ € Divgs with a’ =a+ ) b,(V), we have

[Da — Darlli <3 |Ag]|-r™-n*-|b]| +1/200.
with 7 = 48 - w - b2*/> - nT/2 - | Agc|2n - N (mg) .

Proof. Statement (i) follows from the fact that Algorithm 3 outputs « only if Ok -
a~! is S-smooth. Together with the fact that a itself is assumed to be S-smooth
(it is made out of a € Divks), we deduce that « is S-smooth, thus an S-unit.
Therefore, D, only has support on Logs(Oks) € Divg(,S.

Statement (ii) follows from property (2) of Theorem 13.2. Let a = d(a) + Log(y)
for a = Exps(ar) and y = Exp,.(ac). By definition of Logg(a), we have that
a— Logg(a) = d(a- (o)) + Log(y - = 1). Property (2) of Theorem 13.2 tells us that
Dyal=] = Dy.a-1,a.(a)[- =] (note the different distribution, this is the distribution
from Theorem 13.2). As the exit criterion of the repeat loop (line 12 of Algorithm 3)
happens at the same occurrences, the output distribution function D, satisfies
Dala] = Yja—LogS(a) [z + Logg ()] for all z € Logs((’);{’g).

The statement (iii) follows from property (3) of Theorem 13.2, w = O(1) (see Def-
inition 17.1) and the fact that log A'(mg) = O(z - log®(x) -log |Ax|) = O(log? |Ak|)
(see Equation (113) in the proof of Theorem 17.7, and see the definition of z in line
3 of Algorithm 3). Note that here the correspondence between (y,a) € Kg x Zx
and a = d(a) 4+ Log(y) is used.

Statement (iv) follows from Lemma 10.8 and Theorem 13.2 (property (1), Lipschitz-
property), with the fact that the success probability of a single loop of Theorem 17.7
is lower bounded by ds[r™]/6 > m (see Equation (102) in the proof of The-

orem 13.2). Hence we have (applying Lemma 10.8 with p=! <6 |Ag| - ™)
|Da — Darll1 < 3-|Ag|-r"™-n?- || Log(y)| + 1/200.

18. OBTAINING A GENERATING SET OF S-UNITS

18.1. Introduction. In Section 17 a probabilistic algorithm is described that com-
putes a single S-unit (or a logarithmic S-unit lattice point). But to actually obtain
the entire S-unit group O ¢, one needs a generating set of S-units. Or, equivalently,

a Z-generating set of lattice points for the Log-S-unit lattice LogS(O;S).

A ‘good’ output distribution. One could hope that such a generating set will even-
tually be formed by repeating the probabilistic algorithm (Algorithm 3) many times
and joining the outputs. The chance for this approach to succeed strongly depends
on the output distribution of the mentioned probabilistic algorithm. Indeed, one
could imagine cases where the output distribution is, for example, only being sup-
ported on a strict sublattice of the logarithmic S-unit lattice. In such instances one
never obtains a generating set of the full logarithmic S-unit lattice.

It turns out that, for the repeated sampling approach to succeed, it is sufficient
for the output distribution to have the following two properties: ‘evenly distributed’,
meaning not having too much weight on a strict sublattice, and ‘concentrated’,
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meaning that most of the weight is reasonably centered around the origin. These
two properties are made more precise in Section 18.2, as well as the consequences
of these properties to the number of samples needed to generate the whole lattice.

The output distribution of the sampling algorithm. It remains to be shown that
the output distribution of the sampling algorithm (Algorithm 3) is indeed actually
‘good’, i.e., evenly distributed and concentrated.

It turns out that the output distribution of Algorithm 3 for a fized input (a,y) €
Tk xKp is hard to analyze; and it seems very difficult to show that it satisfies
these properties. Fortunately, one can feed the algorithm different inputs, causing
to gain more control of the output distribution.

More specifically, in our approach we randomly sample a Gaussian distributed
point from the space Divi s, which can be considered as an ‘ambient space’ of
the logarithmic S-units. This randomly sampled point is then transformed into an
element (a,y) € Zx x Ky (a from the finite places and y from the infinite places),
which is then given as an input to the S-unit sampling algorithm (Algorithm 3).

We show that this ‘compound’ distribution, taking into account both the ran-
domness of the Gaussian over Divk s and the randomness of the S-unit sampling
algorithm, indeed satisfies the ‘evenly distributed’ property (see Lemma 18.11) and
‘concentrated’ property (see Lemma 18.10). Thus, repeating the S-unit sampling
algorithm with Gaussian distributed inputs lets us indeed obtain a generating set
of the logarithmic S-unit lattice with high probability; this final statement is the
object of Theorem 18.14.

Intuition. The intuition why this approach (of letting the input be Gaussian dis-
tributed) works is already sketched in Section 12.4. Another way of looking at it is
by seeing Algorithm 3 as a specific CVP-algorithm for the logarithmic S-unit lattice
Logg(Ok ), given an input vector a in Divg .

As a CVP-algorithm, Algorithm 3 outputs a Logg(a) ‘close’ to a € Divg s, so
one can imagine that the output only differs slightly from the input. If then the
input element a € Divg g is distributed according to a sufficiently wide Gaussian,
and this specific CVP output of Algorithm 3 is sufficiently close to a, this CVP
output distribution must be close to a Gaussian as well, but instead its support
is on LogS(OIX(’S). For such Gaussian distributions over lattices one can show that
sufficiently many samples thereof generate the entire lattice (see Proposition 18.2).

18.2. Obtaining a generating set of a lattice. Given a certain distribution
on a lattice A, this section is about how many samples one has to draw from 1 to
obtain a generating set of the lattice A. Of course, this depends on the distribution
at hand: for example, the distribution that always outputs 0 € A would never yield
a generating set of the lattice A, no matter how many samples one takes.

For a distribution on a lattice A it it is sufficient to consider two particular
properties to analyze the number of samples required to draw in order to obtain a
generating set of A. Those two properties are evenly distributedness, which measures
the maximum weight of the distribution v on strict sublattices of A, and concen-
tratedness, which measures how much weight of the distribution 1 is (relatively)
close to the origin. This is formalized in the following definition and proposition.
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Definition 18.1. Let A C R™ be a full-rank lattice, and 1) be a distribution on
A. The distribution v is called p-evenly distributed if Pry [z € A'] < p for any
proper sublattice ' C A. It is called (R, q)-concentrated if Pry.y[||v]| > R] < gq.

Proposition 18.2 ([13, Lemma 5]). Let A C R" be a full-rank lattice, and i) be
a distribution on A. Suppose that v is p-evenly distributed and (R, q)-concentrated
for R > Vol(A)Y/™. Denote by S the random variable defined as the number of
samples drawn from 1 until these samples generate A. Then, for any a > 0,

t
Pr|S> (2 —|—a)i < emattn)/2
l-p—q

where t = nlog,(R) — log,(VolA) > 0.

)

18.3. The discrete Gaussian over a lattice is evenly distributed. In the
following two lemmas, we show that a Gaussian distribution over a lattice with an
arbitrary center point is p-evenly distributed. This fact is used to show that the
output of the sampling algorithm with a (continuous) Gaussian input is p-evenly
distributed as well (see Lemma 18.11).

Recall that g (x) = e=ml217/<* is the Gaussian function, whereas Gx is the
Gaussian distribution over X (where the definition depends on whether X is discrete
or continuous, see Section 2.9).

Lemma 18.3. For any lattice A CV (where V is a Euclidean space) any ¢ > 0
and any t,w € V, we have

g§<A +t+ w) +g§(A +t- w) > 2g§(w)gg(A + t)‘

Proof. This lemma is a simple generalization of [41, Claim 2.10], and we follow the
same strategy:

g A+t+w)+g(A+t—w)= Z (67ﬂ|m+w“2/<2 + 67‘""17””2/8)
xEA+E
= 2~ mllwl*/s? Z (e*””"’v”z/§2 COSh(27T<£U,’lU>/§2))
zEA+t
> 2g¢(w)ge(A +1),

where the last inequality follows from cosh(«) > 1 for any real a. O

Lemma 18.4. Let A C V be a lattice and V an FEuclidean space, t € V and
¢ > c- o(A) for some ¢ > 0 (see Definition 2.2). Then the discrete Gaussian
distribution on A with parameter ¢ and centered at t is p-evenly distributed with

p= ﬁ Concretely, for any strict sublattice " C A

gC(A/+t) < 1
oA+ t) STrem

Proof. Let A’ C A be a sub-lattice of A and let w € A\ A’. Then, by Lemma 18.3,

gs(A +t+w) + g (A +t—w)
2

ge(A+1) > go(A +1) +
> (1 + QC(U}))QC(A/ + t)'
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Writing Ga4+,c for the Gaussian distribution on A + ¢ with parameter ¢, we have,

A +1) 1
cein b2 =0T STrew

Since A’ C A, we know from the definition of o(A) that there exists w € A\ A’ such
that [|w| < o(A) < ¢/c, hence g¢(w) > exp (—mc™?), proving the lemma. O

18.4. The (semi-)discrete Gaussian over Divgs. We introduce the following
notation for the discretization of the S-divisor group as in Definition 15.2. It is
needed in Algorithm 4, as this algorithm samples a Gaussian over Divg s and feeds
it to Algorithm 3. As Divg g is partially continuous (for which a finite computer
cannot sample), we thus need this discretized Divg s y version of Divk s.

Notation 18.5 (Discretized S-divisor group). For a set of prime ideals S, we
denote by Divg s v C Divgs the discrete subgroup of the restricted divisor group,
for which x, € %Z for all places v. In other words, any element of Divi s n can
be written as
a:Zap(]p[)—i—Zx,,(]V[) (with z,, € +7)
1%

peS

Remark 18.6. In Algorithm 4, we need to compute an approzimation of the dis-
crete Gaussian over the group Divk s n (see Lemma 2.22). For this we need a Z-
basis of Divi s n, which is naturally given by {S¢ | v places of K} U {e, | p € S},
where e, is one on the coordinate x and zero elsewhere (where x can be a place or
a prime). We call this basis B(Divi s n).

In order to define a Gaussian distribution over Divg g, we recall the distance
notion on this space (see Section 2.8). Since the group Divg g is partially discrete,
namely, at the finite places, the Gaussian over this group is semi-discrete as well.

Definition 18.7 (The semi-discrete Gaussian over Divis). The semi-discrete
Gaussian distribution Gpiy, s« € L1(Divig) is the distribution defined by

gDivx,g,c[a] = gc(a) : </beD' gc(b>db>

where g.(a) = exp(—mlal|?/s?) (with the distance notion from Section 2.8) and
where we use the shorthand notation

b)db := b, db
/beDivK,s g<(b) ~/(b,,)L,eLog(KRX) s ( Z ap(p) + zy: (]VD)

pes
Definition 18.8 (The discrete Gaussian over Divg s n). For N € Nsg we define
the discrete Gaussian over Divig s N by the rule

(ap)€z®

-1

gDivasz,C = g((a) : Z g((b)

bEDiVK,ng
where g.(a) = exp(—||al|?/c?) (with the distance notion from Section 2.8).

18.5. Sampling a set of generators for the Log-S-unit lattice.
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Algorithm 4 Computing a random relation of S-units

Require: A number field K , an LLL-reduced basis of Ok, and a set S of prime
ideals of K.
Ensure: An random element of Logg(Of ).
1: Let w € Z>1 be as in Definition 17.1 (with mg, b, and z as in Algorithm 3).
2: Let o = poly(log |A k|, maxyeslog N (p)) the bound from Proposition 16.10,
such that o(Logs(Ox¢)) < 0.
3: Put ¢ = 3 - max(y/log(ng + nc +1S|),2), and put N = w" - exp(1l +
161og? |A x| + 9n?).
4: Sample, using Lemma 2.22 with eg := 1/100, and the basis B(Divi s ) de-
scribed in Remark 18.6,

a= Zapqp[} + Z bV(]VD — gB(DivKYSYN),sg,g,O, (116)

pes

put z = Exp_ (ax) and compute a rational y € Ky such that ||y — 2|l <
min, z,/N.

50 Put a = J[, 50" = Expe(ar).

6: Apply Algorithm 3 with a € Zg, y € Ky, and S, yielding («, (vp)pes).

7. return (—(vp + ap)pes, Log(a)) where the a, are from line 4.

18.5.1. Algorithm 4: Algorithm 3 with Gaussian input. In this section, we prove
that the output distribution of Algorithm 4 (which is essentially Algorithm 3 with
input a € Divgg n following a (discrete) Gaussian distribution), is evenly dis-
tributed and concentrated on the Log-S-unit lattice (for certain adequate param-
eters). Hence, by repeating Algorithm 4 sufficiently many times, one obtains a
generating set of the Log-S-unit lattice, which is made precise in the later Theo-
rem 18.14.

Lemma 18.9. Assume that S contains all prime ideals coprime to mgy of norm
< Brax (where By is defined as in Theorem 17.7). Then, on inputS, Algorithm /
runs in expected time

poly(log | Ak, ,size(S)) + T,

where T' is an upper bound on the expected time of Algorithm 3 on input a and y
of size size(a) < poly(s,size(S),log |Ak|) and size(y) < O(sn - (size(S) +log |Ak])).

Proof. Apart from the line 6, in which Algorithm 3 is called, Algorithm 4 only re-
quires computation power during the sampling of the approximate discrete Gaussian
and the computation of y € K. By Lemma 2.22, and denoting ng = [S| +r+1 =
IS| + nr +nc = dim(Divk s n), the sampling of the approximate discrete Gaussian
takes time (since eg := 1/100) polynomial in the size of the input, which can be
given by the size of the lattice basis of Divg g n, which is poly(ng). Note that

log(1/eg)+2log(no)+3 |
s

MaXpeB(Divg s n) 1Pl = 1, so, by choice of ¢, we have ¢ > \/
MaXpeB(Divy.s n) [|P]| @8 required to apply Lemma 2.22. The run time of the com-
putation of y € Ky depends on the minimum of z, /N and the maximum of z,. We

have that |b,| < ¢y/nglog(2n2/eg) by Lemma 2.22 (with g := 1/100). Hence, in
the worst case, we must approximate y ~ z = Exp__(a.) = (e’), up to precision
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exp(—s - /ng - log(2n3/eg))/N. For the maximum of z,, a similar reasoning tells
us that max, 2, < exp(s - +/ng - log(2n/eg)).

Since we have log N = O(log |Ak|) and \/ng log(2ng/eg) = O(size(S)+log |Ak|),
the approximation y ~ z required in line 4 can be computed within time poly(s,
size(S),log|Akl). This reasoning also shows that size(y) < O(sn - (size(S) +

log|Ak|)). Additionally, using the same bound of Lemma 2.22, the size of a must
also be bounded by poly(s, size(S), log |Ak|). O

18.5.2. The output distribution of Algorithm 4 is concentrated. In the next lemma,
we prove that the output distribution of Algorithm 4 is concentrated.

Lemma 18.10. The output distribution D of Algorithm J is (Rg,0)-concentrated
for some

Ro = O(log? |Ak|) + 3¢ (S| + ng + nc).

Proof. The output distribution of Algorithm 4 depends on an approximate discrete
Gaussian from line 4, which is computed using Lemma 2.22. From that lemma,
denoting ng = [S| + ng + n¢ = dim(Divg g n) follows that

lall << - y/nolog(2nd/eg)) < 3snq

with ¢ from line 3 and eg = 1/100 (see line 4 of Algorithm 4). Here we use that

Valog(2x?/eg) < 3x for > 1 and eg = 1/100.

But since Algorithm 3 satisfies property (iii) from Lemma 17.8, we know that
I Logs(a)|l < O(log? |Ak|) + [la]| < O(log? [Ax|) +3 < - no.

Hence, there exists a Ry = O(log? |Ax|) +3-<- (S| +nr + nc) for which no a with
|| Logs(c)|| > Ro can be the output of Algorithm 4. O

18.5.3. The output distribution of Algorithm 4 is evenly distributed. We now prove
that the output distribution of Algorithm 4 is evenly distributed on the logarithmic
S-unit lattice.

The strategy to show evenly distributedness is more convoluted than was con-
centratedness. We start with defining the ‘continuous version of Algorithm 4’ in
which in line 4 is used a semi-discrete Gaussian (as in Definition 18.7) instead of
a fully discrete Gaussian (as in Definition 18.8). More precisely, the ‘continuous
version of Algorithm 4’ is Algorithm 4 in which line 4 is replaced with

a= Zap(]p[) + Z by (V) < Obivg s,c» and put y = Exp_ (ax).
peS v

We will show in Lemma 18.13 that the output distribution of the ‘continuous ver-
sion’ and the ordinary version of Algorithm 4 are close in statistical distance.

In the present section, we focus on the following step: proving that the output
distribution of ‘continuous version of Algorithm 4’ is evenly distributed for certain
parameters. By the closeness of the ‘continuous version’ and the ordinary version
of Algorithm 4, the ordinary must then also be evenly distributed.

Lemma 18.11. Assume that S generates the ray class group CIR° of K and does
not contain any prime dividing mg. Then the output distribution of Algorithm 4 is
2/3-evenly distributed on Logg(Oj g).
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Proof. We will later show, in Lemma 18.13, that Algorithm 4 is 1/50-close in sta-
tistical distance to the ‘continuous version of Algorithm 4’. We show in the current
proof that this ‘continuous version’ is 6/10-evenly distributed on Logg(Of g), and
hence the ordinary version is then 2/3-evenly distributed on Logg(Oj ), since
6/10 +1/50 < 2/3. '

The remainder of this proof is then devoted to showing that the ‘continuous
version of Algorithm 4’ is 6/10-evenly distributed on Logg(Ox ).

The output distribution D of the ‘continuous version of Algorithm 4’ is supported
on Logg(Of ) and given by the rule, for o € Of,

DlLogs(a)] = | . DulLozs(a)]- Go(ayia

To prove that this distribution is p-evenly distributed (with p = 6/10), we need to
show that D[M] =3, .., D[m] < p for every strict sublattice M C Logs(Oks)-
We first prove this for the simpler case where the modulus is trivial, i.e., mg =
Ok; in which case we have K™ = K* and the shifting property (Property (ii)
of Lemma 17.8) holds for any o € K*, so in particular for « € OIX{,S'
So, pick any strict sublattice M C TLogg(Ofg). Then, by Property (ii) of

Lemma 17.8, and, subsequently, by change of variables, we have

> Dltoss(] - [ > Dallogs(n)] - Gi(a)da

Logg(n)eM aEDIVK S Logs(n)eM

-/ S Dairog(0l0]- Ge(a)da

EDIVKS Logy(n)eM

-/ S Dul0] - Gla— Logs(u))da

€Divis Logg(pn)eM
:/ Dal0] - G (a + M)da (117)
acDivi s

Using the assumption that S generates the full class group, we take a fundamen-

tal domain F' of Logg(Ox ) in Div(})(yg, in order to decompose Divgs = R -1+

Logs(Of ) + F, where 1 = > n, - () € Log(Ky) is the vector consisting n,,

which eqhals 2 if v is complex and 1 otherwise. This vector corresponds to the

freedom of the norm (or rather, degree) in the space Divg s, compared to Div%’s.
We can then rewrite any integral over Divg s with integrand h(a) as

/ h(a)da = / / Z h(a+ Logg(B) +t - 1)dadt
a€Divy,s ter JacF

Logs(8)€Logs (O} )

We apply this to Equation (117), we use again Lemma 17.8(ii) to write f)a-lrLogs(ﬁ) [0] =
Da[Logg ()] and we use the fact that Days1 = Da, since Algorithm 3 does not de-
pend on the norm of the input (since Sample does not, see Theorem 13.2). Then,
Equation (117) equals

- /t ® / - > DalLogg(B)] - Ge(a+t1 + Logg(8) + M)dadt ~ (118)

LOgS(ﬂ)ELOgS(O;é,S)
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By Hélder’s inequality, the positivity of all arguments and the fact that (by Lemma 17.8(3))
Z ﬁa[LOgS(ﬁ)] = 17
LOgS(B)eLOgS(Oﬁ',S)

we can bound Equation (118) by

< / / max Gc(a+t1 4+ Logg(8) + M)dadt (119)
teRJac F Logg(8)€Logg (O o)
G.(a+t1 + Logs(O% 1
S/ / <( gSQ( K’S))dadt <1 (120)
teRJacF 14e-7/e 14e-7/e

whenever ¢ > ¢ o(Logg(OF g)). Here we apply Lemma 18.4, which gives us
Gc(a+t14+Logs(8)+Logs (O 5))  Ge(attl+Logs(Ox o))

Le—m/c? - Ite—7/<2 :
By picking ¢ = 3, it holds that ¢ > ¢ - o(Logs(Of 5)) (see line 3 of Algorithm 4)
and that (1 + e’”/c2)*1 < 6/10.

We now explain how to amend the proof for the case where mg # Ok, i.e., a non-
trivial modulus. In this case, the shifting property (Property (ii) of Lemma 17.8)
holds for o € K™o:! only.

Write My, = Logg(K™1) N M and put {Logg(u1),. .., Logs(pw)} € M for a
set of representatives of M /My, (which is finite by the fact that K/K™o:! is finite).
By similar computations as in Equation (117), we obtain

S DlLogs(u)] = / S S PafLogs(u) + Logs(i)] - Ge(a)da

Logg(n)€M AEDIVES Logy(u) € M, i=1

- / > D Datrog,(ulLogs(w)] - G (a)da

€Divi s Logg (1) € M, i=1

_ / Z Zﬁa[LOgS(Mi)] -G¢(a — Logg(u))da

€Divi s Logg (1) €M, i=1

G.(a+t1+ Logg(B) + M) <

= > DalLogs ()] - Ge(a+ M, )da (121)
aEDiVK,g i=1
Now we use that S and my do not share primes, and that S generates the ray class
group CIE°, so that we can split up the space

Divgs =R -1+ Logg(Of g) N Logg(K™) + F,, (122)

with a compact Fy,,. The set S and mgy not sharing primes is essential for the
fundamental domain Fy,, to be compact (which is required for the current proof);
indeed, if S and mg would share a prime, Logg(Of ) N Logs(K™') would be of
rank stictly less than that of Divg g, resulting in a Fy,, in Equation (122) of infinite
volume.

For S and mg not sharing a prime divisor, one could construct Fy,, as follows.
Pick a set of ideals A = {ay,...,a,} (with all prime factors in S) that are represen-
tatives of the ray class group CI3Z°. Next, define V' to be the Voronoi fundamental
domain of Log(K™! NO}%) C H. Then Fy, ={(a) + 2 |a € Aand z € V} is an
example of a fundamental domain satisfying Equation (122).
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Similar computations as in Equation (118) then show that Equation (121) equals
(where Logg () sums over Logg(Ox g N K™))

- / / S° 3" DalLogs(8) + Logs(11:)] - Gc(a + t1 + Logs(8) + M, )dadt
HERSAC o 106, () i=1
(123)

Since {Logg(f11), - - - , Logg (i) } are different representatives in Logg (O )/ Logg (O gN
K™o) (indeed, if Logg(u1)—Logg(p12) € Logg(K™!), we have Logg (pi1)—Logg(k2) €
Logg(K™0:1) N M, contradiction), we can apply Holders inequality again, yielding

an upper bound of

1
/ / max G.(a+t1 + Logg(B) + M, )dadt < e
teRJacF Logs(ﬂ)eLogs(o;SnKmo-,l) 1+ er/c
whenever ¢ > ¢ o(Logg(Ox s)), since My, + Logs(Ox s N K™1) is a lattice in
LOgS(OIX(,S)' O

18.5.4. About the closeness of the ‘continuous version of Algorithm 4’. In this part,
we show that the ‘continuous version of Algorithm 4’ and the ordinary one are close
in statistical distance. Before we do that, we first need a lemma that shows that
N, the discretization parameter in Divg g n in Algorithm 4 satisfies some bound.

Lemma 18.12. Let r = 48-w-b2"/2.n7/2.|A |z - N (mo) = as used in Algorithm 3.
Then we have

40000 - |Ag| - 7™ - n®% < W™ - exp(11 4+ 16log? |Ax| + 9n?) = N,
where N is as in line 3 in Algorithm /.

Proof. Let r =48 -w-b2*/® . n7/2 .| Ag| 2w - N'(mg) =, where mg and b are as chosen
in Algorithm 3. The largest value A/ (mg) can have is whenever mg is the product
of the prime ideals of norm smaller than < 3 log|Ag| (by line 3 of Algorithm 3
and Minkowski’s theorem, which tells that log |A k| > log(w/2)n > 0.4n). Hence,
using Lemma 11.4 with o < 2log |Ak/|, using that \/z(log(z)/(27) + 2) < 3z and
Vz(log(x)?/(8m) + 2 < 3z (for z > 0.5),

1 1 2
log A (my) §x+\/5(<02g7f+2) log |Ak |+ ((Oéjirsc)JrZ) n) (124)
< x +3zlog |Ak|+ 3an, < 13log? |Ak|. (125)

3 9 3
<3 log |Ak]| §%10g2|AK| <5 log|Ak| 5 log|Ak|

By taking logarithms and using that log V' (mg) < 13log? | A |, that 1og(b2"2/b) <
n?, that n™/2 < 63"27 and that 48™ < 64”27 we have that
P = (48 - w - b2P 0TI | A | N (mg) )"
< wW". e4n2+n2+3n2 . e% log | Ak |+13log? |Ak| < W 68"261510g2 \AK|.
Hence, using 40000 < e! and n5/2 < "’ we obtain

40000 - |Agc| - 7™ - n®/2 < w™ - exp(11 + 161og® | A | + 9n?) = N.
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Recall that the ‘continuous version of Algorithm 4’ means: Algorithm 4 in which
line 4 is replaced by

a= Zap(]p[) + Z by (V) <= Gpivi s, and put y = Exp,(as).

Lemma 18.13. The statistical distance of the output distributions of Algorithm 4
and the ‘continuous version of Algorithm 4’ is at most 1/50.

Proof. The output distribution of the ‘continuous version of Algorithm 4’ can be
written as

[ Dul 0 c(a)da (126)
acDivk s
whereas the output distribution of the ordinary one can be written as
Z ,Zj{i[_]gDiVKS,N’C (a)’
aeDivig s N
which is eg-close (see Lemma 2.22, with eg = 1/100) to
Z bé[_]gDivK,g,N,S‘ (a)7 (127)
4€Divi s N

where the approximation a ~ & is caused by the computation of y in line 4. Writing
F for a fundamental domain of Divg s v C Divgs (i.e., F +Divg sy = Divgs is
a tiling), and taking into account the error of eg = 1/100 caused by the Gaussian
approximation (Lemma 2.22), the statistical distance between the continuous and
ordinary variant of the algorithm can be estimated by (writing |F'| for the volume
of F)

1 - . 1.5 B
gt / Z Dé""a[_]gDiVK,S,C(a + a) - |F| 1Dé[_]gDiVK,S,N7§(a)da
2 acF . .
aeDivi s N 1
By the trick ab — o't/ = b(a — a’) — o’ (V) — b), the triangle inequality, and the fact
that the ¢; norm of a distribution is equal to 1, the quantity above can be bounded
by

1 D B .
gt g /aeF Z Dara — Dzll1 - Gpivy s (84 a)da (128)

a€Divi g N

(4)
1 .. _ ..
+ 5 . / F Z |gDivK,s,§(a + a) - |F| lgDiVK,S,NS(a)'da (129)
ac

4€Divi g N

(B)
By property Lemma 17.8(iv), we have that D, is almost Lipschitz-continuous in a,
[Dasa ~ Dyl <3+ [Ak] -7 n? - [la-+a & + g,
and ||a4a—al < ||a—4a| +||a] <2yn/N by construction®' of a = Log(y/z) + &
on line 4 and since maxaer ||| = /n/N for F = {3 z,(v) € Divgs | =, €

21We have || Log(y - 27 1)|| < v/nmax, log(y, 2, ) < v/amax, |y,z; " — 1| < v/n(min, z,) "1 -
max, |y» — zv| < /n/N, by line 4 of Algorithm 4.
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[-1/2,1/2)}. Therefore, we can bound part (A) of Equation (128) by (using
Lemma 18.12)

6-|AKk] Syt pb/2
A) <
(4 < &2l
<1/200

For the bound on Equation (129), note that the sole continuity is on the Log(Kp )-
part of Divk s. Hence, part (B) in Equation (129) is equal to

B= [ G PG 00
ac

aey 1,2

+1/200 < 1/100.

where we understand the inclusion & [, Z <= Log(Kg). Instantiating Lemma 9.13
with e = 1/700 (loc. cit.), we can bound (B) via Equation (130) by 7e = 1/100.
Here we use that ¢ > 1, that A,(% [[,Z) = +, and that (by Lemma 18.12)
N > 40000n? > 57y/nlog(4n/e)e~tn, hence the assumptions of Lemma 9.13 are
satisfied.

Concluding, the statistical distance between the continuous and ordinary variant
of Algorithm 4, by using that eg = 1/100, is at most 1/100 + 1/200 + 1/200 =
1/50, since the respective summands in Equations (128) and (129) are bounded by
1/100,1/200,1/200 respectively. 0

18.6. Conclusion: the number of samples that generate the full S-unit
lattice. The concluding theorem of this section quantifies how many samples of
the output distribution D of Algorithm 4 one needs to draw in order to get a
generating set of the logarithmic unit lattice with high probability. The proof of
the theorem uses the fact that this output distribution is evenly distributed and
concentrated and applies Proposition 18.2 on distributions over lattices.

Theorem 18.14. There exists an absolute constant C > 0 and some Bpa.x =
poly(Lia(1/2), Lyn(2/3), p52*), where

2 2 2 4
Pt = min (pK,max(elog3 |A k| log3 (log| k) n3 log3 <n>)),

such that the following holds. For every number field K, for every k € Z~q, and for
every set of primes S that generates the ray class group C13° of K, does not contain
primes dividing mg and contains all primes (coprime with mg) of norm < Biax,
the probability that

6-k+6-(IS|+r)- [1og((|S| +1)9) —I—C’loglog\AK\]

samples from Algorithm /J generate the entire logarithmic S-unit lattice Logs((’);{yg)
is at least 1 —e™". Here, |S|+1 = dim(Logs(Of 5)) (with r = dim(Log(0))) and
s is from line 3 of Algorithm /.

Proof. By Lemma 18.11 and Lemma 18.10 the output distribution of Algorithm 4 on
Logg(Ox g) is 2/3-evenly distributed and (Ry, 0)-concentrated for Ry = O(log? | Ak |)+
3¢ - mg, where ¢ is the deviation of the Gaussian distribution as in Algorithm 4, and
where ng = [S| 4+ ng + nc = dim(Logg(Ok 5)) + 1.

So, one can apply Proposition 18.2 with p = % and ¢ = 0 (using (1-p—¢q)~! = 3)
to deduce that the number of samples S required from the output distribution of
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Algorithm 4 to generate the entire log-S-unit lattice satisfies, for any a > 0,
Pr(S >3- (2+a)(t+mn)] <e @t+m)/2 (131)
where ny = [S| 4+ r = dim(Logg (O g)) = no — 1 and™

t =n1 -logy(Ro) — logy (Vol(Logs(Ok 5)))
< ny - logy(Ro) +2
< nq[log(nes) + O(loglog | Ak])].
Taking o = 2k/(t 4+ n1), we have a(t +n1)/2 = k, and
3- 24 a)(t+mn1) =6(t+n1) +3a(t +n1) = 6(t +ny)+ 6k.
Hence, replacing the above formula into Equation (131), we obtain
Pr[S > 6(t+mny) +6k] <e ™.

Therefore, the probability that 6(¢ +n) + 6k samples from the output distribution
of Algorithm 4 generate the entire logarithmic S-unit lattice Logg(OF ¢) is at least
1 — e *. Replacing t + n; by the larger ni[log(nis) + C(loglog |Ak|)] (for some
absolute constant, and hiding n; under this constant by increasing the constant
slightly if needed), yields the final claim. O

This theorem roughly states that the number of samples drawn from D (the
output distribution of Algorithm 4) for the sampled vectors to generate the log-S-
unit lattice Logg (O ) (with high probability) only needs to exceed a small multiple
of the dimension of Logg (O ). In other words, if one assembles sufficiently many of
such samples (quasi-linearly in the dimension), they generate the log-S-unit lattice
except for an exponentially small probability.

In almost all applications involving S-units, a generating set with high probability
is not sufficient. Instead, often a basis of the logarithmic S-units is demanded (or,
equivalently, a fundamental set of S-units, see Section 19.1); and, additionally, no
probabilistic error is allowed (i.e., one wants to be sure that the basis at hand truly
is a basis of the full log-S-unit lattice).

To resolve these issues, one needs to post-process the set of generators by lattice
reduction techniques. This is the subject of Section 19.

19. POST-PROCESSING PHASE

19.1. Introduction. Up to now, the algorithm of this paper allows to provably
sample S-units in 01X<,§ with a certain probability. Furthermore, a sufficient number
of these S-units samples will generate the entire O ¢ with overwhelming probabil-
ity. To complete the entire algorithm, two tasks remain to be done.

(I) An algorithm to verify that the sampled elements truly generate all of (’)1?S
and not a subgroup thereof?.

22We use here that Vol(Logg(O ) = hx - R - v/ng + nc > R > 0.206, since R > 0.206
uniformly for all number fields [32, Theorem B].

230ne could say that this algorithm changes the probabilistic algorithm of this paper from
a Monte Carlo algorithm (a randomized algorithm whose output may be incorrect with a small
probability, but with bounded running time) to a Las Vegas algorithm (a randomized algorithm
that always gives correct results, but whose running time is a random variable)
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(IT1) An algorithm to compute a fundamental system of S-units of OIX(S out
of these generators, i.e., a sequence of elements (n;); € O}XQS with j €
{1,... ,rank(@és)} such that every element n € (9;;S is a power product

rank((’);(yg)

of these elements (and a possible root of unity): n = 7x [[;; n;nj for

some m; € Z; where 7 € Ok is some root of unity?*.

19.2. Solving both (I) and (II) by computing bases. Let G C Oy ¢ be a
finite set of S-units. Then its associated lattice

Lo =y Logs(n)-Z = {Logs(n) | n' € (@)}
neG

satisfies Lo C Logg(Of 5), i-e., it is a sublattice of Logs(Ox ).

An immediate observation is now that both the tasks (I) and (II) can be solved®®
if one is able to compute a basis of the lattice L. Indeed, such a basis allows to
retrieve the rank and the determinant of Lg. If rank(Lg) = rank(Logg(Of 5)) =
ne + ng + [S| — 1 and Vol(Lg) = Vol(Logg(Ok 5)) = Ri - hie - v/nr +nc (see
Equation (9)), we deduce that L = Logg(OF ) (solving (I)) and that the basis of
L is a basis for Logg(OF <) (solving (II)).

So, the naive approach would be to create the matrix G whose rows consist of
Logg(n) with n € G; the rows of this matrix then generate Logg(L¢s). Apply LLL-
reduction to G to obtain a basis of Logg(L¢) and compute its rank and determinant.
Unfortunately, this approach is not directly applicable.

19.3. The challenge of approximate matrices. The challenge lies in the fact
that the infinite places of Logg(n) for n € OIX{,S can only be approzimated. Indeed,
these infinite places consists of logarithms of algebraic numbers, whose can only be
computed with a certain precision.

This has as a consequence that the row-oriented matrix G consisting of the
(exact) elements Logg(n) for n € G is computationally out of reach. Instead one is
forced to work with G, an approzimation of G. This rational matrix G consists of
elements Logg(n) + €, for n € G and ||¢,[|; < e. Given the set G, we can compute
G in time |G| - poly(log(e)). Of course, we have

IG -Gl <€
where || - ||oo is the induced co-norm on matrices®®.
19.4. The Buchmann-Kessler-Pohst algorithm. For sufficiently (but still fea-
sibly) small € € (0,1), an algorithm by Buchmann, Pohst and Kessler [18, 19] allows
to compute an integer matrix M such that B = MG is an approximate basis that
satisfies

IB-Blle <C-¢ and M <C

for some very large, but sufficiently bounded C' (depending on |G|/ and invariants
of the lattice Logg(OF <)) and where B = MG is a well-conditioned basis for the
lattice Lo generated by G.

2475 roots of unity vanish under the Logarithmic embedding into H and are easily computed,
we omit them often in discussions.

25Note that we assume that the primes in S generate the ideal class group.

26We have ||Alloo = max; ||a;||1 where a; are the rows of A.
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Though this algorithm is analyzed well [18], its analysis can only be applied
whenever the rank of the lattice Lg is known. A slight variation of this analysis,
in which the rank of L& is not required to be known beforehand, is described
in Section 23. Note that this analysis proves that the Buchmann-Kessler-Pohst
algorithm actually computes the rank of Lq.

19.5. Computing the determinant. So, the Buchmann-Kessler-Pohst algorithm
allows to compute a B = B¢ X close to a well-conditioned basis B; say, || X ||eo < 1
and € < 1 is small.

Then, by a bound of Ipsen and Rehman [43, Corollary 2.14], for sufficiently (but
feasibly) small ¢ < 1, one has

det(B"B) € €[Z,2] det(B'B).

The determinant Vol(Logg(Of g)) of the full log-S-unit lattice can be (multiplica-
tively) approximated by means of Euler products (e.g., [5] or Proposition 2.9). In
other words, we can efficiently compute a D € R~ such that

D € [%,2]- Vol(Logs (O s))-

47 4

The index [Logg(Op ¢) : L] can then be approximated by computing \/det(BTB)/D,
and satisfies®”

det(BTB)/D € (0.74,1.42) - [Logg (O 5) : Lg].

One deduces that if [Logs(Ofs) : L&] > 2, then det(BTB)/D > 1.48. Con-
trarily, if [Logg(Of ) : Lg] = 1, then \/det(BTB)/D < 1.42, which allows us to

distinguish the two cases. Additionally, in the second case B is an approximate
basis of Logg (O s)-

19.6. Assembling a fundamental set of S-units. Recall that G = {n,...,nx} C
Ox g is a set of S-units and G = (Logg(n;))je{1,....x} its associated matrix of log-
arithmic images. Assume that (by means of the algorithm in the text above) one
has deduced that G indeed generates Ok g, i.e., (G) = Ogg.

By the algorithm of Buchmann-Kessler-Pohst in Section 19.4, we can find an
M = (mi;)i; for which B = MG is a basis of Logg(Ok ). In other words, for
ji=1,.. rank(OK s),

b, = Z mi Logg(n;) = Logg(B;)  form a basis of Logg(Ok g)-

i=1
As a consequence, by taking exponentials, for 7 = 1,...,rank(Ox . s)s
B; = H n;?"  form a system of fundamental units of O . (132)

27TWe have y/det(BTB) - ¢1 = 1/det(BTB) for ¢; € [ \/7 \/7] and D = c2 - Vol(Logg(O% s)
with ¢z € [2,2]. Therefore, \/det(BTB)/D = (c1/c2) - \/det(BTB)/ Vol(Logg(OF <)), with

(c1/e2) € [/T- 5,[ 4] C (0.74,1.42).
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Note that the expression in Equation (132) is in exact arithmetic (i.e., no pre-
cision issues). Namely, the elements 1; € G are written in the basis of the number
ring and the exponents mj; are integers from the integer matrix M.

19.7. A fundamental set of S-units by means of compact representation.
Note that actually representing 3; in terms of basis elements of O or K is generally
computationally out of reach. Indeed, since the coefficients m;; are rather large,
the computation of 5; (i.e., expanding the product in Equation (132)) suffers from
coeflicient explosion.

This is the reason why the computation of a system of fundamental (S)-units
is generally given in ‘compact representation’ (e.g., [10], [26, §5.8.3]). That just
means that, instead of giving the 8; in Equation (132) by expanding its product
and writing 3; in the basis of the number ring, one represents 3; by the formal
product consisting of m;-th powers of 7.

In other words, a compact representation of wj)j:l,...;ank(@ﬁ@ is just given by

the pair (M, G) with M = (m;;),; € 7P ank(Oro) and G = {m,...,n}, by which
we represent, for j € {1,...,rank(Of )},

k
B = HTIZWJ
1=1

The final output of the log-S-unit algorithm of this paper is thus the pair (M, G).

19.8. Final post-processing theorem. A rigorous treatment of the post-processing
phase can be found in Sections 23 to 25, as well as the proof of the following the-
orem. The techniques used in that treatment generally involve well-known lattice
reductions and computations, though for their rigorousness there is a heavy em-
phasis on numerical stability. For now, to stay close to the current subject manner,
those numerical stability computations are thus deferred to Part 3.

Theorem 19.1. Let K be a number field with degree n, and let G = {n1,...,nx} C
(’)IX{’S a finite set of S-units. There exists an algorithm that takes as input the
set G*® and computes a system of fundamental S-units for the subgroup (G) C (’);27S
generated by G in compact representation, i.e., a pair (N, G) with N € Z"*F such
that v; = Hle n?” for 5 € {1,...,r} form a system of fundamental S-units for
G).

< >Additi0nally, this algorithm decides whether (G) = IX(S or not, and runs in
time polynomial in k, log |Af|, |S|, log (max;||Logs(n;)||) and max;(size(n;)).

20. GENERATING THE EXCEPTIONAL S-UNITS

20.1. Introduction. In Theorem 18.14, the main result of Section 18, the set of
primes S is assumed to contain no primes dividing the modulus mgy. This modulus
mg is defined in lines 2 - 8 of Algorithm 3, and only depends on the Dedekind
residue pg, the degree n = [K : Q] and the absolute discriminant |A /.

In our end result, we would like to be able to compute S'-units for any set of
primes §’, without any restrictions. Indeed, we do want to allow S’ to contain
primes dividing mg. Hence, in this section we aim, for any p | mg, for computing

28The elements n; € K are represented as vectors of rational coordinates in a fixed Ok -basis,
as explained in Section 2.6.
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an (SU {p})-unit n, € OI><(,SU (py that additionally satisfies ordy(n,) = 1. Such an
(SU {p})-unit we will then call an exzceptional S-unit.

By adding these exceptional S-units 7, (for p | mgy) to a fundamental system of
S-units, one gets a fundamental system of (S U {p | p divides mp})-units. Hence
computing these 1, allows for computing a S" unit group without any restrictions
on the prime ideals. Note that, if mg = (1) is trivial, no exceptional S-units exist,
and the algorithm of this section can be omitted. Hence, throughout this section
we will assume that my # (1).

20.2. Algorithm for generating exceptional S-units. In Algorithm 5, we de-
scribe how to compute an exceptional S-unit in the case of mg # (1). The following
lemma shows that the running time of this algorithm is the same as the running
time of sampling a single S-unit as in Theorem 17.7.

Algorithm 5 Computing an exceptional S-unit

Require:
(i) An LLL-reduced basis of O,
(ii) a prime ideal q | mg, (we assume mg # (1))
(iii) a set of prime ideals S of K, that does not contain the primes dividing
mp.
Ensure: a € q and (vp)pes € ZLL such that aOx = q - [[ s ™

: define b,w as in Algorithm 3.
repeat
« < Sample(q,y = 1,mg - g1, b,w) (see Theorem 13.2)

until Ok - q~! is S-smooth

compute (vp)pes € ZSZO such that Ok -q~! = [Toesp®
return (o, (vp)pes)-

Proposition 20.1. There exists some Buax = poly(Lia,((1/2), Lnn(2/3), p%*),
where

cut

2 2 2 4
log3 |Ak|-log3 (1 A 3 log3
P _m1n<pK,maX(e°g |Axc|log3 (log |Axc]) n log (n>)),

such that the following holds. Assume that S contains all prime ideals coprime to
mg of norm < Buax (where mg is defined as in lines 2 - 8 of Algorithm 3).
Then, on input q | mg and the set S, Algorithm 5 outputs (o, (vp)pes) € q X Z‘S‘
such that
aOg = q H pvp .

pes

Furthermore, Algorithm 3 runs in expected time
POly(Li e (1), L (2), size(S), p32", log | A ).

Proof. The proof can be copied from that of Theorem 17.7. The sole differences are
the instantiation mg-q~! instead of mg, and the instantiations a = q and y = 1. The
latter instantiations do not impact the proof, and since size(q) < poly(log |Ak|)-z <
poly(log |Ak|) by the definition of z in line 3 of Algorithm 3, the size of q can be
omitted in the running time.
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Note that in Theorem 17.7, the input ideal a is required to be coprime to mg. In
the context of the current theorem, q is coprime to mg - g~! by construction, and
hence the same reasoning as in Theorem 17.7 applies.

The instantiation mg - ! instead of my does impact the value of N(mg)/¢(mg),

N]E]q()qzl € [1,2], which only impacts the success probability
by a factor in [1,2] and hence does not impact the final running time. Therefore,
the running time of Proposition 20.1 equals that of Theorem 17.7, with size(a) and

size(y) deleted. O

but only by a factor

21. FULL ALGORITHM, FINAL THEOREM AND DISCUSSION

Algorithm 6 Computing a fundamental system of S-units

Require: A number field K , an LLL-reduced basis of Ok, and a set S of prime
ideals of K.

Ensure: A pair (M, G) with M = (m;);; € ZF*rankOk ) and G = {m,...nk} C
OIX(,S such that {31, ..., Brank(o;é s\:)} is a fundamental set of S-units, where

k
B; = Hmm’
=1

Put G =10
Define mg as in lines 2 - 8 of Algorithm 3.
Define T =S\{p | p | mo}.
repeat
Apply Algorithm 4 with input T, yielding (v, (ap)per)-
Add the output « (and its factorization) to G.
until the Buchmann-Kessler-Pohst algorithm as in Section 19 finds that G’
generates O 1.
8: Let (M, G’) be the output of the Buchmann-Kessler-Pohst algorithm, as in

Theorem 19.1. Write G’ = {n1,...,m } and M’ = (m};)i; € gz xrank(O% 5)

9: Compute for any q | mg, an exceptional T-unit n, € lemru (ap using Algo-
rithm 5.

10: Order {nq | 9 | mo} = {Mw41,...,mx} and extend the set G’ to G =
{m, o e, ok} Put o my; = m;-i for i € {1,...,k'} and j €
{1,...,rank(OF 1)}, put my; = d;; (Kronecker delta) for i € {k" +1,...,k}.

Set M = (m”)” c Zk:xrank((f);(‘g)
11: return (M, G).

Proposition 21.1 (ERH). There is a randomized algorithm A (Algorithm 6) for
which the following holds. Let K be a number field and let

P5* = min(px, max

Note that p%* < Lia,.((2/3 + o(1)).
Then there exists a bound

B = po,y(L\AK\(l/Q)aLn” (2/3)7p%t)

2 2 2 4
(elogB [Ak|-log3 (log \AKI)’ en 3 log3 (n))).
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such that if the algorithm A is given a set of primes S of K containing all primes
with norm bounded by B and generating the ray class group C1%° of K, the algorithm
A computes a fundamental system of S-units of OIX(,S in compact representation, in
expected time

pO/)/(L\AKI (1/2), Lnn (2/3), p%ta size(S)).

Proof. The correctness of the algorithm follows from the following two arguments.
By the ‘until’ criterion in step 7, that requires G’ to generate the T-unit group,
where T = S\{p | p | mp}. Since the exceptional T-units 7, satisfy ordq(ny) =1
and nq € OIX(’S, adding these indeed result in a fundamental set of S-units.

The running time of the algorithm is dominated by the repeat loop and the
computation of the exceptional units. We will use that size(T) < size(S).

In the repeat loop, Algorithm 4 and the ‘post-processing’ Buchmann-Kessler-
Pohst algorithm take expected time poly(Lja . ((1/2), Lnn (2/3), p%*, size(S)) (see
Lemma 18.9, Theorem 17.7, Theorem 19.1, and the bound

< < 3max(y/log(nz + nc +[S]), 2) < poly(log |Ax|, size(S))

from Proposition 16.10). The number of repetitions is expected to be within
O(|S|loglog | Ak|) = poly(size(S)) (see Theorem 18.14).

The run time of computing all exceptional units is, by Proposition 20.1, at
most poly(Lja|(3), L (2),size(S), p5et,log |Ak|), where we use that the number
of prime ideals dividing mg can be at most O(log(N (mg))) = poly(log|Ak|) (see
Equation (113)).

Therefore, the expected running time of the overall computation is poly(La . ((1/2),
L,n(2/3), p5it, size(S)) as well. O

The following theorem is the same as Proposition 21.1 except that the set of
primes S can now be arbitrary.

Theorem 21.2 (ERH). There is a probabilistic algorithm which, on input a number
field K and a set of primes S of K, computes a fundamental system of S-units of
OIX(,S in compact representation, in expected time

POIY(L i c)(1/2), Lun (2/3), pi8". size(S)).

where p§&t = min(pK,maX(elog% ‘AK|'log%(log|AK‘),e"%'log%(”))). Note that p§&* <
Lia (2134 of1)).

Proof. Extend S to a set S’ D S of primes, containing all primes with norm below
B = poly(max(Lja((1/2,1), Ly (2/3,1), p3*)) and generating the ray class group
CI% of K, as in Proposition 21.1. Note that, since log(NV (mg)) = O(log? |Ax|) (see
Equation (113)) and by Bach’s bound O(log(|Ak|*N(mg))) for ray class groups [4]
this is asymptotically clearly satisfied.

Then, apply Algorithm 6 to get the pair (M, G) representing a fundamental sys-
tem of §'-units. This costs expected time poly(Lja,|(1/2), Lyn(2/3), pit, size(S)),
since size(S’) = poly(B, size(S)).

As a preparation for the Hermite normal form algorithm, we put the infinite
primes and the primes of S to the very left in the representation of Logg, (7), i.e.,

Loge (1) = ( Log(y) . (=ordy(1)pes, (—ordy()pesns)

infinite places places in S
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Put G for the row-matrix consisting of the approximations of Logg (v;) for j =
1,...,|G|, where G = {71,...,7q|}. We then can write B = MG for an approx-
imate basis for the log-S’-unit lattice (with the infinite places and the places of S
at the very left).

We now apply a Hermite normal form algorithm to B, leading to H = UB
that is in a lower-triangular shape. Hence, the first |S| + ng + nc — 1 rows must
then represent the Log-S-units, as it is the dimension of S plus the dimension of
the logarithmic unit lattice Log(Oj ). Hence, the S-units can be given in compact
representation (N, G) with N being the first |S| 4+ ng + nc — 1 rows of UM. L., a
fundamental set of S-units is

|G|
nk:H’Vijj for k € {1,...,|S| + ng + nc — 1}.
j=1

Since the running time of the Hermite normal form is polynomial in the dimensions
of the input matrix and the maximum size(c;;) of the coefficients*” [72], we simply
deduce that computing this Hermite normal form also takes time poly(Lja |(1/2),
L, (2/3), p5&, size(S)). This concludes the proof. O

21.1. On the complexity of the S-unit computation algorithm. Now that we
have proved the main result of this part of the article, we turn to its meta-analysis,
comparing it with former heuristic claims. Both the provable and the heuristic run-
ning time of the S-unit computation algorithm depend heavily and quite intricately
on both the parameters log(|Ak|) and the degree n of the number field K at hand
(see Figure 2). We will explain here the origin of the various changes in the running
times, starting with that of the heuristic algorithm in Section 21.3 and ending with
the running time of the provable algorithm of this paper in Section 21.4.

In this explanation of the running times, we will only discuss the the running
time in terms of their ‘dominant part’, which are of the shape exp(O(log® |Ak|)) or
exp(O(n?)) for some § € [0,1]. Also, in Figure 2 only this ‘dominant part’ is shown.
It is useful to think of, for example, exp(O(log® |Ak|)) of being of ‘approximately
the same magnitude’ as La | (d, 1), while keeping in mind that Lja,((d, 1) is a much
more precise way of estimating complexities. For the the more intricate analysis,
we refer to the proof of Theorem 17.7.

21.2. A general formula for the complexity of the S-unit computation
algorithm. At the very core, most S-unit computation algorithms consist of the
following two steps (in which S = {p prime ideal | N (p) < B}):

(I) Assemble R ‘relations’ in the shape of B-smooth elements of norm < M.
Those are just elements of O .

(IT) Post-process these R ‘relations’ to get a system of fundamental S-units using
lattice reduction techniques. Such a system of fundamental S-units can be
seen as a (multiplicative) ‘basis’ of O .

29We might have to scale up the coefficients of the infinite places to integers (column-wise),
but that does not impact significantly the size of the coefficients.
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.

_+’Exponential (y = )

y = log(run time)

nt o A/ 32 n2

z = log(Ak)

FIGURE 2. A depiction of the (dominant part of the) provable
running time compared to the (dominant part of the) heuristic
running time for number fields K, depending on log(px) and the
value of log(|Ag|) compared to the degree n.

The blue line corresponds to the heuristic running time claimed
in [10].

The provable running time of the S-unit algorithm of the present
work varies between the blue and red lines, depending on log(pk).
The running time can be found in this graph by first searching the
point log |Ak| (in terms of powers of the degree n) on the z-axis,
and then read off, depending on the size of log(px ), where between
the blue and red line the (logarithm of the) run time must be. For
number fields with log(pr) < n?/3, the running time is dictated
by the blue line, and when log(px) > n, the complexity is dictated
by the red line.

21.2.1. Part (I). The B-smooth elements are sampled in a probabilistic way, by
‘picking an element of norm < M at random and hoping it will be smooth’. One
such attempt costs 1 sampling of a norm < M element (denoted Sy;) and 1 check for
being B-smooth (denoted Cp). Let us denote pas g for the probability of success,
namely that such sampling indeed yields a B-smooth element. Then, the running
time for sampling a single B-smooth element (a ‘relation’) with constant success
probability takes time (Sys + Cp) - pA_/[lj - To obtain R such relations, one obtains
for part (I) an expected complexity of

poly (R(Sa + CB) Pt )-

21.2.2. Part (II). The post-processing step consists of lattice reduction on a sort-of
‘valuation matrix’ of the gathered relations (elements in (’)IX{S) Namely, each of
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these R elements 1 € O g are decomposed as

[Log(n), (vp(n))pes] € R™ 71 5 75,

where each vector entry is bounded by?" poly(log(M)), where M is the maximum
norm of the elements. Reducing an R X (S + ng + nc — 1)-matrix like this costs,
roughly said, time at most poly(R - B -log(M)) (where we use B =~ |S|). Here we
assume that the decomposition of the elements into prime ideals has already be
done in the ‘check for being smooth’ step in Part (I).

21.2.3. The general formula for the complexity. Adding the complexities, using that
R > B and assuming that log(M) is negligible compared to B, we obtain a general
formula for the complexity, by effectively ignoring the costs of Part (II):

poly (R- (Sar + C) - Pyt ) (133)

where S, is the cost of sampling a random element in Ok of norm < M, where
Cp is the costs of checking whether an element is B-smooth, where pys,p is the
probability that a randomly sampled norm < M element in Ok is B-smooth, and
where R is the (average) number of relations (elements in Oy ¢) needed to generate

X
K,S

21.3. Heuristic running time of Biasse & Fieker [10]. For the heuristic run-
ning time [10], there are essentially two ‘regimes’ of number fields. Namely, ‘regime
A’, the fields for which n < log|Ag| < n*/? and ‘regime B’ the fields for which
n*3 <log|Ax| < oo (see the blue ‘Heuristic’ line in Figure 2). We will explain,
with the general formula of Equation (133) and the heuristic assumptions of [10],
why these regimes pop up.

Heuristic 1 (and 2) of [10] roughly state that they assume that the probability
pum,B of a random element of norm < M being B-smooth equals

log(M)
log(B)

DM,B = €XD ( - 5( )) (heuristic)

Additionally, Heuristic 3 of [10], roughly states that the number of elements (‘re-
lations’) R required to generate the full S-unit group (’)IXQS, is only slightly larger
than B, i.e.,

R=0(B) (heuristic)

Using trivial trial division for B-smooth checking yields Cg = O(B). One of the
main improvements of [10] is the use of stronger lattice reduction techniques (BKZ-
b) to sample small norm elements. More precisely, in their paper, they roughly take
M=en/b. |Ak| and S); = O(b®); where b is the block size parameter of BKZ.

Filling in these parameters into the formula of Equation (133) and simplifying
adequately, we obtain

n2/b+10g|AK|>)

b . . = 9
poly (b° - B - par,p) = exp (O (b + log(B) + og(B)

30This is not the case per se, a fixed norm element can have arbitrarily large entries of the
logarithmic embedding. Though, here, in this quick explanation, we assume that this is the case.
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Optimizing the parameters B and b, we quickly arrive at a complexity®! of exp(O(log'/? |Ak|))
whenever n*/? < log|Ak| and exp(O(n?/?)) whenever n*/? > log|Ag|. This ex-
plains the differences in complexity in the two regimes.

Remark 21.3. Intuitively, these two regimes can be explained by the hardness of
sampling small-norm elements in Og. Recall that for a sample of an element of
mazimum norm M = e""/°|Ak| one has to pay bP.

For |Ak| large compared to the degree (regime B), the extra factor e’ /P in M
does mot impact the asymptotic size of M. Contrarily, if the discriminant is small
(regime A), the factor e"’/® in M becomes dominant. Therefore, the block size b
needs to be increased, resulting in a larger complexity.

To summarize, for large discriminants, it is the probability of sampling smooth
elements that is the bottleneck of the algorithm, whereas for small discriminants it
is the run time of BKZ.

21.4. Provable running time of this paper. We revisit the running time of the
S-unit group computing algorithm, but now without heuristics and only assuming
the Generalized Riemann hypothesis. The provable running time depends again
on the parameters n and log |Ak| and fall into three regimes. Regime A are the
number fields for which n < log |Ax| < n®/2, regime B the number fields satisfying
n3/? <log|Ak| < n? and regime C the number fields for which n? < log |Ax| < oo
(see the red ‘Provable’ line in Figure 2). In the following we show how these different
regimes arise.

In the algorithm of this paper the sampling probability for smooth elements has
a provable lower bound from Part 1 (see Theorem 9.5)

1 7~(log IVI)
PM,B > — € ~\lgB
PK

(provable)
where pg = lims1(s — 1){x(s) is the residue of the Dedekind zeta function at
s = 1. Additionally, in Part 2, we prove that taking

R=0(B) (provable)

is indeed sufficient to generate the full S-unit group. Instantiating the rest of the
parameters like in the heuristic version (Section 21.3), we obtain the same running
time, with an extra factor pg.

exp (5(b + log(B) + log(px ) + W))

Regime C. As we have log(pk) < nlog(log(|Ak])/n) [53], we can deduce, with the
same reasoning as in Section 21.3 that the run time is bounded by exp(log'/? | Ak])
whenever log|Ag| > n2. Then, namely, logpx < O(log'/? |Ak|) and therefore

pr has essentially no significant influence on the running time. This explains the
complexity of exp(O(log/? |Ak|)) for regime C in Figure 2.

31A lower bound of this complexity is exp(O(log'/2 |Ak|)) , which is achieved when log B =
b =log!/? |Ak| and n2/b < log|Ak]|, i.e., n? < log3/? |Ak|. This explains the running time for
‘regime B’, in which n%/3 < log|Axk]|.

In ‘regime A’, we have nt/3 > log |Ak|, for which a lower bound for the complexity is
exp(O(n2/3)) which is achieved by taking log(B) = b = n2/3.
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Regime B. When log |A x| < n?, the running time of the provable algorithm possi-
bly depends on pg. As pg can be exponentially large in n, the worst-case running
time for this regime is exp(O(n)). Note, however, that for this regime, depending
on the magnitude of pg, the running time can lie anywhere in the gray area of
Figure 2.

Regime A. Whenever the discriminant is sufficiently small, namely, log|Ag| <
n3/2, one can apply a trick to significantly diminish the influence of the residue pg
on the running time.

Instead of sampling random elements in Ok, one samples random elements co-
prime with some modulus ideal mg C Ok that is the product of all primes below
some bound X. This sampling is done in a specific way, namely, by first sampling
7 € (O /mp)™ and then sampling a random element equivalent to 7 modulo my.
This causes the sampling probability of smooth elements (coprime with mg) to in-
crease by a factor N'(mg)/p(mg), but it also causes the maximum norm M of the
sampled elements to increase®” by a factor A'(mg), i.e.,

pMB > _N(mo) .e—é(logwﬁgw)
o olmo) - pxc

with M = 2”2/b|AK|. Using the fact that qm)% > exp(—O(log |Ax|/VX)) (see
Proposition 11.2), and N (mg) ~ exp(O(X +log |Ag|- vX)) (see Lemma 11.4), we

can rewrite Equation (134):

(provable) (134)

76(log|AK\Jrn2/b+log\AKH—X+10g|AK\.\/Y)
log B
PM,B = € VX ¢ (provable). (135)

Plugging in this probability lower bound into the general formula, the logarithm of
the running time becomes, asymptotically,

n?/b+log|Ak| - VX n log|AK|>

loa(B) VX 150
This has as asymptotic lower bound O(log?/® |Ak|), attained when X = log?® |A x|
and log(B) = log?/® |Ak|. Note that this trick is only useful whenever log?/® |A x| <
log pr < nlog(log |Ak|/n), otherwise the approach as in regime B (whose running
time depends on pg) would be faster. So, surely whenever logz/3 |Ak| < n, ie.,
log |Ak| < n®/2, this trick could outperform regime B (if px is large), which ex-
plains regime A of the provable running time (see Figure 2).

9] (b +log(B) +

21.5. Discussion.

Is the dependency of the running time on px innate? The (dominant parts of the)
provable expected running time of our S-unit computation algorithm is depicted
in Figure 2 depending on the parameters log(px) and log |Ak| compared to the
degree n. For a fixed number field with log |Ag| = n® for § € [1,2] the provable
expected running time can be anywhere where the line = n? intersects the shaded
area, depending on the size of px. For small pg, this running time can be equal to
the heuristic one (the bottom blue line), whereas for large px, it might be equal to

32Because, instead of sampling in O, we now have to sample in the shifted lattice 7 + mg,
which has covolume N (mg) times the covolume of Ok .
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the worst-case provable one (the top red line). As this quantity px is computable
by Euler products.

The main question in this discussion is: does px really have this influence on
the running time or is it merely an artifact of the lack of tight bounds on
smooth ideal densities?

Namely, there are asymptotic formulae [75] (see also Equation (103)) indicating

that, for u = log(x)/log(B),
O0splx] > u™"

but, generally, nothing is said about what the smallest x € R+ is for which this
holds. For our purposes, we would like this smallest z to be at most O(|Ak|)
(and B = exp(O(log"?(|Ak|)))). This is not something we could deduce from
asymptotic results. Therefore, we chose to use a combinatorial result (Lemma 14.1),
which shows that, for every a > log(B) > 2loglog |A k],
> L U
~ px - B (4log(B))"
This lower bound has as an advantage that it is explicit and holds for small values
of z (in particular the range around |Ag| we need). The disadvantage is the extra
factor ;%K’ which increases, for large pg, the provable running time of our algorithm
drastically.

We could ask the main question of this discussion differently:

Are there bounds B = exp(O(log/?(|Ak]))), X = O(JAk|), and C~! =

poly(B, exp(log'/? |Ak|)) such that for all z > X, and for u = log(z)/ log(B),
the inequality

—Uu

533 [[IJ]

_ {aeSp| N(a) <z}
PK T

635 [3?] >C-u

holds?
If the answer is yes, our algorithm would reach the heuristic running time proposed
by [10]. If the answer is no, it is likely that the heuristic algorithm of [10] does not
achieve its claimed running time, and instead has the same dependence on px as
our algorithm.

The use of variants of the Riemann Hypothesis. An interesting follow-up question
would be how the algorithms in this paper would perform without assuming variants
of the Riemann Hypothesis. To aid such research we now identify which type of
Riemann Hypothesis is used for which task and discuss the possible impact of letting
go of these hypotheses.

(1) Random Walk Theorem. In Theorem 6.4, the Riemann Hypothesis for
all Hecke L-functions associated with a Hecke-character over a number field
K (with fixed modulus m) is assumed. The Riemann Hypothesis in this
form here seems indispensable for this proof, due to its influence on the
bound on the Hecke eigenvalues (see Equation (171)).
Without the Riemann Hypothesis, one might have to resort to an alter-
native, weaker bound, optimistically maybe of the following form, inspired
by bounds [74, 31] for the prime counting function:

Ao =0 (exm - eV @), (137)
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Here, ck m is some constant depending on K and m, and the big-O is, as it
is throughout the entire present work, absolute. A bound as Equation (137)
for all eigenvalues of Hecke characters under Hecke operators, of which we
do not know a proof and what the constant ck , then might be, implies
then that we are required to choose

B = O(GIOgQ(CK,m)),

which might or might not be useful, depending on the value of cx m.
Estimation of the factor A(mg)/¢(mg). In Section 11, the Riemann
hypothesis for the Dedekind zeta function of K is assumed to estimate
the factor N (mg)/¢(mg). This estimation is used to diminish the impact
of px on the running time of the S-unit computation algorithm. To be
more precise, this estimate on this factor allows for making the running
time depend on p$¢* instead of px (see Theorem 21.2, also the left-hand
down-sloping part of the red graph in Figure 2).

Not assuming the Riemann hypothesis for the Dedekind zeta function
of K might impact the bound in Proposition 11.2 as well as the bound in
Lemma 11.4. Hence, the precise implications of letting go of the Riemann
hypothesis is not totally clear, but might heavily impact the dependency of
the provable running time on pg.

Density of smooth ideals. In Section 14, a combinatorial bound is given
for the density of smooth ideals, in which bounds on the number of prime
ideals in a number field are used. Letting go of the Riemann Hypothesis
here might have as a consequence that heavier restrictions on the numbers
B, and A are required.

Computation of an approximation of px. In multiple parts of the
S-unit computation algorithm an approximation of the Dedekind zeta func-
tion residue pg is required. In Algorithm 3, one uses this approximation
whenever p is large, to apply the ‘modulus trick’ in order to diminish the
influence of px on the running time. In the full algorithm, Algorithm 6,
an approximation of px (or equivalently, of Ry - hi) is needed to decide
whether the algorithm indeed found the full logarithmic S-unit lattice (see
Section 19.5). The knowledge of an approximation of px thus allows to
change the full algorithm from a Las Vegas algorithm (i.e., the run time is
a random variable but the answer of the algorithm is always correct) into a
Monte Carlo algorithm (i.e., the run time is bounded but the answer might
be wrong or inconclusive with a certain fixed small probability).

If the Riemann hypothesis for the Dedekind zeta function of K is not
assumed, longer Euler products are required to approximate px. Depending
on the length of these Euler products compared to the running time of the
rest of the entire algorithm (which is already at least Lja,((1/2)), letting
go of the Riemann hypothesis might or might not influence the running
time of the algorithm.



PART 3

Provable lattice reduction techniques

22. INTRODUCTION

Roughly, this last part of the current paper can be divided into two main subjects:
The post-processing part, which is about processing the generators of the log-S-
unit lattice into a basis thereof (Sections 23 to 25); and the BKZ-algorithm part on
approximate bases, which is needed to find short vectors in ideal lattices (Sections 26
to 28).

22.1. Post-processing. The first subject is the post-processing of the generating
matrix of the log-S-unit lattice in order to get a basis (and hence a fundamental
set of S-units) of this log-S-unit lattice, see also Section 19.

In this post-processing stage, one consecutively computes the rank, the deter-
minant and a well-conditioned basis of the lattice generated by the (approximate)
generating matrix. The rank and determinant are computed first in order to check
if the generating matrix indeed generates the entire log-S-unit lattice (and not a
sublattice thereof).

This post-processing makes use of the Buchmann-Kessler-Pohst algorithm, an
algorithm that, roughly said, LLL-reduces a real-valued basis of one which only
knows a sufficiently good approximation of. Though, in the work of Buchmann,
Kessler and Pohst [18], it is assumed that the rank and the determinant of the
generated lattice is known. In our application, though, these quantities are not
known but instead need to be computed.

Hence, a slight modification of the analysis of Buchmann, Kessler and Pohst is
treated in Section 23 in order to show that one can indeed compute the rank and a
‘relatively well conditioned’ approximate basis of the generated lattice with use of
the Buchmann-Kessler-Pohst algorithm. This relatively well conditioned approxi-
mate basis can then be used to compute an approximation of the determinant (see
Section 24)

The entire compound result with the exact precision needed, applied to our
S-unit computation algorithm of Part 2, is then treated in Section 25.

22.2. The BKZ-algorithm on ideal lattices. As we aim for a provable running
time in this paper, we use a variant of the BKZ-algorithm [39] with a proven upper
bound on the run time. The challenge with the lattices occurring in this paper,
is that only an approximate basis of them are known. Hence, to make use of this
variant of the BKZ-algorithm, we have to prove that this variant behaves well on
small changes of the input.

In order to do so, a preliminary section about lattices is required (Section 26). Af-
ter that, the running time of the variant of the BKZ-algorithm [39] on integer bases
is analyzed, following a sketch of [39, Section 3, Cost of BKZ’] (Section 27). Lastly,

114
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this BKZ-variant is applied on an approximate basis, with use of the Buchmann-
Kessler-Pohst algorithm (Section 28).

23. BUCHMANN-KESSLER-POHST ALGORITHM

23.1. Introduction. In this section, we will treat a slightly modified analysis of the
algorithm of Buchmann, Pohst and Kessler [18, 19]. The original algorithm allows
to compute an approximate basis of a lattice A from an approximate generating
matrix of a lattice (i.e., a matrix whose rows generate the lattice), provided that the
approximation of this generating matrix is good enough. In this original algorithm
the rank and the determinant of the lattice generated by the generating matrix are
assumed to be known.

In our case, computing (a fundamental system of) S-units, the rank and the
determinant of the lattice of the exact generating matrix are not known. Rather, we
would like to approximately compute these quantities, in order to deduce whether
the generating matrix generates the entire logarithmic S-unit lattice or not.

Exactly this lack of knowing the rank and determinant of the lattice (spanned
by the exact generating matrix) requires us to slightly modify the analysis of Buch-
mann, Pohst and Kessler. In this modified analysis, the algorithm of Buchmann,
Pohst and Kessler is actually applied twice (this was already suggested in [18, p. 9,
remark after Theorem 4.2]). These two applications of the same algorithm serve
two different goals.

During the first application of the Buchmann-Kessler-Pohst algorithm, one com-
putes an (approximate) basis of the lattice at hand. From this approximate basis
one can directly obtain the rank of the lattice. This first (approximate) basis,
though, might have bad conditioning properties and too long vectors. It is exactly
the purpose of the second application of the Buchmann-Kessler-Pohst algorithm
to transform this approximate basis in a well-conditioned approximate basis, with
reasonably short vectors (close to what LLL can achieve).

This well-conditioning of the (approximate) basis allows to approximate the de-
terminant of this basis within reasonable precision. This will be the subject of
Section 24. Knowing the determinant and the rank of the resulting basis allows to
verify whether the basis is an actual basis of the logarithmic S-unit lattice or not
(as there are formulas to compute the rank and the covolume of the logarithmic
S-unit lattice).

23.2. Preliminaries.

23.2.1. On the quasi-norm ||Al|2,00- In order to phrase the results of [18] more
succinctly, we introduce the following norm-like function on matrices. It is just the
maximum over the 2-norms of the rows of the matrix.

Definition 23.1. For any k X m-matriz A, we denote

1A ll2,00 := max flay],
where a; are the rows of A, and where || - || is the Euclidean norm on the row
vectors.

This is not a matrix norm as it is not submultiplicative, but it is almost submul-
tiplicative:
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Lemma 23.2. For a real m x £-matrix M’ and a real £ X k-matriz M, we have
MM 5,00 < VE- [ M]|2,00 [ M]|2,00
Proof. Take the 2-norm of the ¢-th row in M'M, which equals

¢ ¢ ¢ 1/2
1Y my My < Imi IV ] < M- (Z IIMjHQ) <M VE M2,
j=1 j=1 j=1

where mj; is the ¢j-th entry in M’, Mj is the j-th row of M and Mj is the ¢-th row
of M'. The first inequality is the triangle inequality, the second inequality follows
from the Cauchy-Schwarz inequality and the third from the inequality between
2-norms and infinity norms. As this holds for any row in M’M, we conclude that

”M/M”Q,oo < \/2 ||M/| 2,OO||M||2,00'

O

23.2.2. Rounding in the Buchmann-Kessler-Pohst algorithm. In the original analy-
sis of the Buchmann-Kessler-Pohst algorithm [18], the input approximate generat-
ing matrix A € R**™ (consisting of rows a; € R™) is scaled up by 29 and rounded
entry-wise to the nearest integer, thus obtaining an integer matrix A e zkxn (con-
sisting of rows a&; € Z™) [18, Section 2]. This is done this way because then the
LLL-algorithm can be applied to A (the LLL-algorithm is generally only applied
on integer (or rational) matrices). As a result, such an integer matrix A satisfies
|A = 29A 2.0 < +/n/2 [18, Equation (1)].

In our analysis, we deviate from this. Going over the result of Buchmann and
Kessler [18], one can verify that the only requirements on A for their algorithm to
work is:

e Closeness to 29A, ie., |[A — 29A||2.00 < v/n/2 for some sufficiently large
q € N, see [18, Equation (1)].
e Being able to call LLL on A; S0, in fact A is allowed be a rational matrix,
as long as the denominators not too large.
By choosing, for example, A € %kan, the inequality HA —29A||2,00 < +/n/2 can
be easily achieved, using a sufficiently good approximation of A to construct A.

Summarizing, for our purposes it is not required that Ais integral (rationals with
small common denominators will suffice, too) nor that A is obtained by rounding
29A. For this reason, the following notation turns out to be useful.

Notation 23.3 (Binary approximation). A matriz A € Q" is called a binary
approzimation of A € REX™ with precision g if 27 - A € ZF*™ for some q € N and
[A = All2,00 < 0.

Note that we can choose ¢ = log,(eg - n) in above notation, as that precision is
sufficient to obtain the approximation [|A — Afl2..o < £o. As a result, there always
exists such a matrix A € Q¥*" whose bit-size is bounded by ¢2-k-n-log(||Al|2,00) =
logs(0n)? - k - n - 10g([|Al|2.00) (each coefficient of A is a rational number with
numerator bounded by 29 - ||A||2.oc and denominator bounded by 29). Moreover,
from any rational matrix A’ satisfying [|A — A’||s..0 < £0/2, one can compute in
polynomial time a matrix A with bit-size as above (polynomial in n, k, log(1/co)
and such that log||Al2.00) and A — Al2.00 < €0.
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23.3. The algorithm of Buchmann, Pohst and Kessler. In the following
lemma, we start by updating slightly the analysis of [18, Theorem 4.1], to make it
compatible with our matrix norm, and also take into account the fact that the rank
and determinant of our lattice are not known. In the later theorem (Theorem 23.5)
we will apply this lemma twice, first to obtain just any basis of the lattice, and
the second time to obtain a well-conditioned basis consisting of reasonably short
vectors.

Lemma 23.4. Let A CZ™ x R™ be a lattice with A\1(A) > p and rank(A) < rg.
Let A be a k x (n1 +na)-matriz whose rows generate the lattice A with k > ng > 1,

let )
ro+
C = 9% . (7"0||A||2’00) ’
/L )

and let A be a binary approzimation of A satisfying || A — Allgoo < tp-C7h
Then there exists an algorithm that, on input A,M, ro, computes a matrix M &€

ZF*T with r = rank(A) in time polynomial in k, n1, na, log||Al2,00,log(1/x) and
the bit-size of its input, and such that

(i) MA = B is a basis of A.

(”) HMH2,OO < C/\/E < C7

(ii1) |Bl2,00 < 4% - [|All2,00-

(iv) Writing B = MA, we have |B — Blla,co <C - [|A — Allg,00-
Additionally, if A happened itself to be a basis of A, i.e., k = r = rank(A), we have,
forallje{l,...,r},

)1l < (Vi +2)2°F - A;(A),
where bj are the rows of B = (by,...,b;).

Proof. Constructing the matrix A from A. Using the discussion after No-
tation 23.3, we can also replace the matrix A by a matrix with bounded bit-size
(in time polynomial in the bit-size of A) Hence, in the rest of the proof, we will
assume without loss of generality that the bit-size of A is polynomial in k, ny, no,
10g||A||2.00, log(1/p), and A satisfies |A — Allg.co <1/4-p-C~1

The algorithm first creates the matrix A defined by Aij = %LQq“Aiﬂ with ¢ =
[logo(T') |, where |-] denotes rounding to the nearest integer, |-| denotes rounding
down, and

23 ( ~ ||A||2,oo>” ok ( A e
I I I I

Note that computing A can be done in time polynomial in ¢ and in the bit-size of
A. The entries of A lie in %Z, and the matrix A satisfies

T ) C<CO/u).  (138)

[A = 29A]12.00 < |A — 29A 2,00 + ||27A — 29A||3.00 < /N12/2.

Svma/4 <20.1.u/0<1/4

According to the discussion in Section 23.2.2 this is sufficient to apply the Buchmann-
Kessler-Pohst algorithm.

Applying Buchmann-Kessler-Pohst to [I | A} This Buchmann-Kessler-Pohst
algorithm [18, Theorem 4.1] essentially consists of applying LLL-reduction to the
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matrix [I | A] consisting of the horizontal concatenation of A and I, the k x k
identity matrix.
Put,* in order to satisfy the prerequisites of [18, Proposition 3.2],

k 70| All2,00 " 1 A%, 00
= | —— > (= C—
=2 < ) (Qk,/n2+\/E) Vol(A) (139)

where r = rank(A) < ro; in the inequality we made use of Minkowski’s inequality>*
and the fact that 2F > %k‘/ng +Vk (since we assumed k > no).
Note that ¢ = |log,(T")] satisfies [18, Equation 7], since we have

3k T 2k
SRR (LTS

[N

p I I

>(\/n2k+2)~2¥-

9

=I>

by Equation (139) and because 3 - 22% > (v/nok + 2)2¥ for all £ > ny > 1.
With these parameters A and ¢, one can apply [18, Theorem 4.1]: LLL-reducing
[I | A]yields an integral matrix (RT,MT)T such that

RN AR P a0

onr which holds RA = 0, and MA = B, a basis of A. Furthermore, every row € of
E satisfies ([18, Theorem 4.1, first equation on page 8])

lell <275 »
and every row b of B satisfies ([18, Proposition 3.1])
Bl > 2" .

Identifying M and B, proving (i). This gives means to distinguish where in
the output matrix of Equation (140) the approximate basis elements B are. Also,
this gives us a way to identify M, as it shares the same rows as B. Therefore, we
can compute an M that satisfies part (i) of the lemma.

33We replaced « in [18, Proposition 3.2] here by [Al2,00- As a € Rxq is required to be an
upper bound on the 2-norms of the rows of A, ||A||2,c0 = max; ||g;|| clearly suffices.

34Minkowski’s inequality states that 1/ Vol(A) < (r/A1(A))" < (r/p)” with r = rank(A). By
the fact that ||A|l2,c0/p > 1 and ro > 7, we can conclude that

(rouAnz,m)“ > (rHAuQ,oo)T 5 A5 o
jz Iz ~ Vol(A)
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Bounds on M, B and |B — B||z,... By [18, Theorem 4.1, Equation 9, bottom
inequality], we have,?” since 2¢ < T (see Equation (138)),

Y k1
[ml <277 T Al =27 - [[Allzee - T (141)
23k A 0
<9t IAll2.00 - — - (7"0””200> (142)
Il [
24k A - ro+1
<Z_. <7"0 1AL, ) (143)
vk I
< 5% < C for all rows m of M, (144)

where we used 2°3 < 28 /\/k for all k € Z~(. Additionally, by [18, Theorem 4.1,
Equation 10], we have,

bl < (Vnz +2)2°F - [All200 (145)
< 2% . |All2.00 for all rows b of B, (146)

which prove (ii) and (iii), as |M]|2,c0 and ||Bl|2,0c are just the maximum 2-norm of
the rows of the respective matrices.

For part (iv) use the ‘almost submultiplicativity’ of ||-||2,0c (Lemma 23.2) and
Equation (144), to obtain

IB = Bllz,00 = [M(A = A)fl2,00 < VE-[[Mll2,0c - [A = All2,oc < C - [|A = All2,oc.

LLL-alike bounds for B when A is itself a basis of A. In the case that A
itself happens to be a basis, sharper bounds on B can be established, as can be
deduced?® from [18, Theorem 4.1, Equation 10]. Applying this bound yields, for all
je{l,...,r}
bl < (VEna +2)2°7 - x;(A)

where b; is the j-th row of B.

Running time. For the running time, note that the most costly part of the
algorithm is to run the LLL algorithm on the matrix [I | AJ]. This can be done
in polynomial time in the bit-size of the matrix, which is polynomial in k, ni, no,
log||A||2,00 and log(1/u), as desired. O

Theorem 23.5 (Buchmann-Kessler-Pohst). Let A C Z™ x R™2 be a lattice with
A1(A) > pand rank(A) < rg. Let A be a k x (ny +ng)-matriz whose rows generate
the lattice A with k > ny > 1, let

2(ro+1
Co = 28% . (7’0 A ||A||2,oo> ot
L s

and let A be a binary approrimation of A that satisfies ||A —Alj2,00 < i I C'O_l.

35In [18, Eq. 10], the lattice successive minima Xj(Ly) of the lattice L, are used; this lattice
L, is any lattice spanned by 7 rows of A. So these successive minima A;(L;) are trivially bounded
by «, the uniform bound on the lengths of the rows of A. Additionally, we replaced a by ||A]|2,00
again.

36We substitute k = r (as B consists of r rows) and L, = A. Here L, is defined as any lattice
defined by any r row vectors from B. As B consists of only r row vectors and is a basis of A, we
have L, = .
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Then, there exists an algorithm that, on input A, W, o, computes in time poly-
nomial in k, ny, na, log||All2,cc, log(1/n) and the bit-size of its input, a matriz
N € Z"™* with r = rank(A) such that

(i) INJl2,00 < Co
(i) B = NA is a basis of A, whose rows satisfy, for j € {1,...,r},

r—1
Ib; || < (Virng +2)- 272 - A;(A)
(iii) The approzimate basis B = NA satisfies |B — Blla.co < Co - |A — All2.c0-

Proof. We will apply the Buchmann-Kessler-Pohst algorithm as in Lemma 23.4
twice: the first time we apply it to A to obtain an approximate basis By of A, and
the second time we apply it to By to obtain an approximate good basis B of A.
This basis B is called ‘good’ because it is an approximation of a basis B with a
guarantee on the shortness of its basis vectors.

First application of Lemma 23.4.

ro+1
We have that Cy > 24 . (%) °"" = C from Lemma 23.4. Therefore, the

approximation A of A is sufficiently good to apply Lemma 23.4, and compute
M € Z**" such that MA = By is a basis of A. Additionally, this M and By satisfy

IMll2,00 <C and || Boll2,00 < 4" [[All2,00, (147)
and By := MA satisfies
IBo — Boll2,ec C - [|A = Al < C - Cy! (148)

Moreover, the bit-size of By is polynomially bounded by the bit-size of 1& and the
bit-size of M, the later being polynomially bounded by k, ni, na, log||A|2 - and

log(1/p).

Second application of Lemma 23.4. } _
By Equation (148) we deduce that ||Bg — Boll2,00 < 1(Co/C)™}; since By = MA,
this matrix By is a binary approximation of By. In order to apply Lemma 23.4,

r+1
we need to show that Cy/C > 247 . (%) =: (/, i.e., that the precision

of By is good enough . By the choice of Cy, the bound 4% - |Al2.00 > |Boll2.00
(Equation (147)), o > r and k > r, we have

8k | ro-4"'|\AHz,oo)2(T°+1) rot1
Co 2 ( " S ok ro - 45 A2\ 149
T rotl = ' (149)
94k . (%) p
o
ro+1 r4+1
Z 24k . (TO ||B0 2,OO> Z 247‘ . (T |BO||27OC) — C/ (150)
u u

Therefore, we can apply Lemma 23.4 again, but now with & = r and C’ as in
Equation (150), and with input (B, i, ) (note that = is now known, and we still
have g < A1(A)). This yields M’ such that M'By = B is a basis of A,

IM[l2,00 < C'/v/7 (151)

and for all j € {1,...,r} we have
51 < (V2 +2)- 277 - A(4),
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which proves (ii), putting N = M'M.
For (i), we apply the ‘almost submultiplicativity’ (Lemma 23.2) to N = M'M,
which yields, by Equation (151) and Equation (150) (Cy/C > C”),

INl[2,00 < V7[IM||2,00 [M]|2,00 < C" - C < C.
For (iii), we note that, by the results of Lemma 23.4,
IB = Bll2,00 < C"-[|Bo = Boylla,c0 <C"-C - |A = All2,00 < Co - [|A = A2,

For the running time of the algorithm, note that we applied the algorithm of
Lemma 23.4 twice, once with (A, u,79) and once with (Bg, 7). Recall that the
bit-size of By is polynomially bounded by k, n1, ng, log||All2,cc and log(1/u) and
by the bit-size of A. Using Lemma 23.4 gives the desired upper bound on the total
running time of the algorithm. ([

24. COMPUTING THE DETERMINANT OF AN APPROXIMATE BASIS

24.1. Preliminaries. In this section we will use the induced 2-norm on matrices,
which is defined (for m x n-matrices A) by the rule,

[lA]l2 := sup{||Ax| | x € C" with ||x|| = 1}.

It satisfies the following inequalities

1All2 < [A]F = (3 1452
0,J
where ||A|| is the Frobenius norm. As a result, a m x n matrix E with E;; < ¢
for all 4, j, satisfies

[Ell2 < [Ellr < vnm .

We will use the fact that ||Al|s corresponds to the largest singular value of A, which
gives us

IAT ]2 = [|All2- (152)

24.2. The main result of this section. This section is about the following prob-
lem. Suppose we have a rank-n lattice A C R™ of which we can approximate the
determinant, say D = Vol(A). Suppose furthermore that we have an approximate
basis B’ ~ B’ of a sublattice A’ C A (with the same rank n). The task is to decide
whether A’ = A, using only the approximations B’ and D.

A straightforward way is to compute \/det((B’)TB’) ~ Vol(A’) and compare
it with D = Vol(A). If the approximations are sufficiently good and D and

\/det((B/)TB’) are sufficiently close, we can conclude A’ = A. If they are not
close, we can conclude A’ # A.

This section treats how well B’ needs to approximate B’ (the exact basis of
A’) and how well D needs to approximate Vol(A) in order to make this reasoning
correct. The main result of this section is the following statement.

Theorem 24.1. Let A C R™ be a rank-n lattice (for some m > n > 1). Let
B’ € R™*"™ be a basis of a rank-n sublattice A’ C A C R™ and let B’ € Q™*" be
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an approrimation of B’ where the entry-wise error is less than
-2
g=2"0.p (Y L. b “A(A)?/[B[|2
A (A7) ’

and let D € [3, 3] Vol(A) N Q.
Then we can decide whether A = A or not, using only B’ and D, in time
polynomial in the bit-sizes of B’ and D.

24.3. Some preliminary lemmas. Before proving Theorem 24.1, we will prove
some intermediary lemmas. The first lemma gives an upper bound on the size of
the inverse of a square matrix A that is the basis of a lattice (the upper bound
depends on some quantities related to A, which quantify how well-conditioned A
is). This will be used in the second lemma to prove that if two rectangular matrices
B and B are close coefficient-wise, then the determinants of the square matrices
BB and B"B are close too. This second lemma will be central in the proof of
Theorem 24.1.

Lemma 24.2. Suppose A = (ay,...,a,) € R"™*" is a square real matriz and a
basis of a lattice A C R™. Then

AL, < pn/2H N (A)L . |2
H ||27’I”L 1( ) ];[/\j(A)

Proof. For j € {1,...,n}, define C; = (JA”) We have that A~! = —radj(A).

We have that adj (A)Zj is defined by the determinant of the minor of A where the
i-th row and j-th column are deleted. By the Hadamard bound and subsequently
by Minkowski’s second theorem (see, e.g., [54, Theorem 1.5]),

ladj(A)i;| < [T llarl = T] Cr - Ae(a

k#i k#i
n
<n™2 ([T Cr) - Vol(A) /Xi(A) < n™/3( H - Vol(A) /A1 (A).
ki k=1
Therefore, by observing that det(A) = Vol(A), we obtain

-n - max [adj(A);;| < n™/>1 . H )/ (A
ij

A= 2 < [A7|F <

1
det(A)

O

Lemma 24.3. Let B € R™*™ be a basis of a rank-n lattice A C R™ (for some
m >n > 1), and let B be an approximation of B where the entry-wise error satisfies
s |B;j —Byj| <¢ foreveryic {1,...,m},j € {1,...,n}, where

—2

6 —(n _ b,
e=2"0. 7+ -t A”(JA”) A1 (M)?/|IBlz. (153)
j J

Then
det(B'B) € [L, 2] - det(B'B).
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Proof. We have, by [43, Corollary 2.14], for n x n complex matrices A, E, where A
is non-singular,

|det(A + E) — det(A)]

< A_1 E /" =1
[ det(A))] < (A7 Izl Bll2 + 1)

< 2n[|AT 2Bl if [AT2Ell < 1/n. (154)

The last inequality here easily follows from (z + 1) — 1 < (e*)” — 1 < 2nx for
nr < 1.

We instantiate this inequality with A = BTB and E = BB — B'B, so that
A+E = BB (note that A is non-singular since B is of rank n, so the instantiation
is valid). In order to obtain a meaningful upper bound, let us compute bounds on
the two quantities ||A~1||2 and ||E||z.

We can rewrite E as

E-(B+(B-B) - (B+(B-B)-B'B
=B'"-(B-B)+(B-B)'-B+(B-B)' - (B-B).
Using the sub-multiplicativity of the induced 2-norm and Equation (152), we obtain
IEll2 <2 |Bllz - [|B - Bll2 + | B - BJJ5.

By assumption on the entry-wise error, we know that |B — By < |B — B|r <
V/nm -e. Moreover, it holds that | B[z > [[b1]| > A1(A) > A1 (A)?/||B]|2 > & (where
by is the first column vector of B, and see Equation (153)). This yields

|Ell2 <3-n-m-e-|Bs. (155)

Let us now compute an upper bound on [[A7 |y = ||[(BTB)7!|]2. Let (Q,R)
be the QR-decomposition of B, with Q € R™*™ orthogonal and R € R™*"™ upper

0
matrix C € R™*™. It then holds, by orthogonality of Q, that CTC = B'B; that
[Ibi]l = |lc;i|| for all 1 < i < n; and that A;(A) = X\;(A¢) for all ¢’s, where Ac is the
lattice spanned by the columns of C. This gives us

triangular, i.e., B = QR. Since m > n, we have R = (C> for some invertible

A7 2 = [(BTB) 2 = [|(CTC) 7|2
<IC™H Iz IC™Hl2

=[C7'3
2
< | /241 2\ (Ae) L - sl
< 1(Ac) EAJ-(AC)
2
o (TG | (156)
j=1""7

where we used Equation (152) for the third line and Lemma 24.2 on C (which is n
by n as required) for the fourth line.
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Combining the bounds Equations (154) to (156) and observing that |A~!|5 -
IE||2 < 1/n by choice of €, we obtain

|det(BTB) — det(BTB)|

<2n- ATz Bl

|det(BTB)|
2
o [y sl
<2n-n" T2 N (M) Ib; 3-n-m-e-||B|2
Jl;[l Aj(A)
Bl
A=t
<1/8,
which precisely means that det(BTB) € [Z,2]- det(BTB). O

24.4. Proving the main result. We are now equipped to prove Theorem 24.1.
The proof is quite short once we have Lemma 24.3.

Proof of Theorem 24.1. Let £ = [A : A’] be the index of A’ in A. Then ¢ > 1 is
an integer, and we know that det ((B’)"B’)/Vol(A)? = (2. Our objective is to
determine whether ¢2 = 1 (i.e., A’ = A) or 2 > 4 (i.e., A’ C A).

By the choice of £, we can apply Lemma 24.3 to B, which proves that det ((B')TB’) €
[Z,2] - det ((B')TB’). Recall that by assumption, D € [2,2]. Vol(A). From these
two inequalities, we obtain that

det ((B")TB’) 15 o det (B))'B)

16 . 7 _ 114 2
D2 S TV ERC A A
e R\T R/
If A = A’, then / = 1 and we have dt((lziz)B) < 2. Otherwise, ¢ > 2 and we
det ((B")TB) . .
have ——57—= > 2.2. We can then distinguish the two cases by computing the

quantity det ((B')TB’) and checking whether is it < 2- D? or > 2- D?.

For the running time, we only need to compute the determinant of the rational
matrix (]~3’)—'—]~3'7 and then compare it with the rational number 2 - D2. This can
be done in polynomial time in the bit-sizes of the B’ and D (see, e.g., [45] for
an algorithm that computes the determinant of integer matrices in polynomial
time). O

25. POST-PROCESSING IN THE S-UNIT COMPUTATION

Theorem 19.1. Let K be a number field with degree n, and let G = {n1,...,nx} C
O[XCS a finite set of S-units. There exists an algorithm that takes as input the

set G°7 and computes a system of fundamental S-units for the subgroup (G) C (’)IX(’S
generated by G in compact representation, i.e., a pair (N, G) with N € Z"*F such
that v; = Hle nlNﬁ for 5 € {1,...,r} form a system of fundamental S-units for
(G).

Additionally, this algorithm decides whether (G) = Oy g or not, and runs in
time polynomial in k, log |Af|, |S|, log (max;||Logg(n;)||) and max;(size(n;)).

37The elements n; € K are represented as vectors of rational coordinates in a fixed Ok -basis,
as explained in Section 2.6.
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Proof. Part I: Setting up the log-matrix and assembling properties of the
log-S-unit lattice. Define A = max;||Logs(n;)|| and p = (1000 - v/n - log(n)3)~1.
We know from Lemma 15.6 that p < A;(Logg(OF% ). Note that this lower bound
is automatically also a lower bound for the first minimum of any sublattice of
LOgS(OIX(,S)'

Consider the exact matrix G where the rows consist of Logg(n;) with j €
{1,...,k}, and compute an approximation G e QF*(n+I8D  with HGJ -Gj|| <e
for each row, where we put

k 4]9 A —2(k+1)
£ = Iu . 278]6 . <> .276 . (n + |S‘)7(k+6) . 27(2k+1)(}€+2) . A71 . ,LL

w
T Determinant
< C, " as in Theorem 23.5 approximation
(Buchmann-Kessler-Pohst)
<l.u.cpt (157)

Note that from the exact representation of the 7;’s, one can compute approxima-
tions of the Logg(n;)’s with arbitrary precision ¢ in time polynomial in size(;),
in log(|| Logg(n:)|]) and in log(1/¢). From our choice of ¢, this is polynomial in
k, log|Ak|, log (max;||Logg(n;)||) = log(A), |S|, and max;(size(n;)) as expected.
Moreover, the bit-size of the resulting matrix G is also polynomial in these quan-
tities.

The quantity ¢ is chosen such that the left part of the product in Equation (157)
counteracts the loss in precision due to the Buchmann-Kessler-Pohst algorithm
(Theorem 23.5), whereas the right part is the minimum precision required to make
the determinant approximation work (as in Theorem 24.1).

Part II: Applying the Buchmann-Kessler-Pohst algorithm. We apply The-
orem 23.5 to G with 79 = k, u < A\;(Logg((G))) (as defined above) and we note
that, by definition, ||G||2,cc < A which implies ¢ < % - - Cy" (for Cp as in Theo-
rem 23.5), so the prerequisites of the theorem are satisfied.

So, the algorithm of Theorem 23.5 outputs an N such that B := NG is a basis
of Logg((G)) and B := NG satisfies

IB—Bllaco <Cp-e<270 (n4|S)~*+0) . o= Ck+D(+2) . g=1 2 (158)

Additionally, the rows b; of B satisfy

b | < (Vi +2) - 277 - \;(Logs((G))), (159)

where 7 is the rank of the lattice Logg((G)).

Note that the pair (N, G) encodes a fundamental system of units of Logg((G))
in compact representation.

The Buchmann-Kessler-Pohst algorithm computes the rank r of Logg((G)); we
proceed only to Part III if this rank equals the rank of LogS(OIX(VS), namely ng +
nc + |S| — 1. It thus remains to decide whether Logg((G)) = Logs(OJ ) or not.
This is done by approximating determinants. ’

Part III: Computing the determinant. In order to apply Theorem 24.1 to
the matrix B obtained, we need upper bounds on the quantities H;:1 %

and ||B||2, and a lower bound on the quantity A (Logg((G))). Since Logg({G)) is a
sublattice of Logs(Of ), we have already seen that Ai(Logg((G))) > p.
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By Equation (159), the output basis of the Buchmann-Kessler-Pohst algorithm
satisfies
b, | k42,
— < (Vrn+2)-27z7 <2FF
Aj(Logs((G))) —
where the last inequality holds because k > r and r = ng +nc —1 > n/2 —1 (since
we proceeded to Part IIT). So, HJ 1 % < ok(k+2)
Finally, we observe that
b,
Aj(Logs ((G)))
b

where for the last inequality we used the bound on MT%))) computed above,
J S

1Bll2 < - max||by[} < r- max( ) “Ar(Logs((G))) < 7282 A,

and the fact that A = max;||Logg(n;)|| is an upper bound on the last minimum of
the lattice generated by the 7;’s
Combining these bounds with Equation (158) (and using the fact that &k > r and
n+|S| > r), we obtain, using (n + [S|)~* 0 . < (n+[S))7 - (n 4+ [S])~*HD) . <
(n+ St rm (o,
1B = Bll2,0
<275 (n+ |§|)—(k+6) L9—@k+1)(k+2) | -1 2

< 276 . (TL + |S|)f(k+6) . 272k(k+2) . 7,71 . 27(k+2) . Afl . /1'2

— ~—
<(T1, I l1/2;) <IBllz* <x2
-2
6 b,
< 6 . (r+4) | | . 2
<270 ot ) ([ ey | Mot /1B

as needed to apply Theorem 24.1 to the matrix B. We conclude that from the
knowledge of B and a rational number D € (2,2]. Vol(Logg(OF 5)), we can decide

whether Logg((G)) = Logs(Ox 5) or not.

Part IV: The running time. For the running time, we go through each part.
For Part I, we have already seen that G can be computed in time polynomial in the
desired quantities, and that its bit-size is also polynomial. For Part II, note that
we applied the Buchmann-Kessler-Pohst algorithm as in Theorem 23.5, which takes
time polynomial in k, (n + [S|), log(||G/l2.c0), log(1/p) and the bit-size of G. By
definition of p, this is polynomial in the desired quantities. Moreover, the bit-size
of the output matrix B is also polynomial in those same quantities.

For Part I1I, we first compute a rational D € [3, 2] Vol(Logg(OF s)), which can
be done in time polynomial in log |A k| from Proposition 2.9 and Lemma 15.5. We
then apply Theorem 24.1 to the matrix B and the rational number D. This takes
time polynomial in the bit-sizes of B and D, which is polynomial in all the desired
quantities. This concludes the proof. (Il

26. LATTICE PRELIMINARIES

In this section, we succinctly treat lattice preliminaries required for understand-
ing the next two sections (Sections 27 and 28) about a BKZ-variant by Hanrot,
Stehlé and Pujol. This includes the Gram-Schmidt orthogonalization of a basis,
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the potential of a basis, HKZ-reduced bases, Banaszczyk’s transference theorem
and the definition of a dually exponentially reduced basis.

26.1. Gram-Schmidt orthogonalization in Z-bases.

Notation 26.1. For a basis B € R"*™ we denote its Gram-Schmidt orthogonal-
ization by B* = (b},...,b%). We denote the dual basis of B by D = (B™1)T =:
BT =(dy,...,d,) = (bY,...,bY). If B is a basis of A, then D is a basis of the
dual lattice AV of A.

Notation 26.2. By a tilde, we generally denote an approximation. In this sec-
tion, often a real-valued B is approzimated by a basis B with rational coefficients.
Likewise, an approximation of the dual basis D is denoted by D.

Notation 26.3. For a basis B = (by,...,b,) € R™ " we denote by By the
basis (mj—1(b;), ..., mj—1(by)) € R™**H1=0) “yhere 7,1 = my,, b,_,)L 1 the
projection orthogonal to the linear subspace generated by (by,...,b;_1). Note that
Bk 4s just (b1, ..., bg).

Definition 26.4 (Potential of a basis). For a basis B € R™*™ we denote the
potential by

H by ||t = HVol (by,..., b)),

where L(by,...,b;) is the lattzce genemted by (by,...,bj).

Lemma 26.5. Let B = (by,...,b,) € Z™*™ be a basis of the lattice A, then
Vol(L(by,...,b;_1))? By, € Z™. In particular, Vol(L(by, ..., b;_1))*- b} € Z™
and hence P(B)? - B* € Zm*xn,

Proof. By the determinant formula for orthonormal projection [34, Vol. 1, Chapter
IX, §4, Equation (21)] we have that, for D; := det(B| (1o I]B[Lj,l]), D;Byj., € Z7.
In particular D;b% € Z™. Note that D; = Vol(ﬁ(bl, ..., bj_1))? by definition.

As a result, we certainly deduce that for P(B)? = (H] o Dj ) - Vol(£(B))? we

have P(B)? - b} € Z™ for any k € {1,...,n} (here, we use that D; € Z since
B € Z™*"). That is, P(B)? - B* € Z™*". O

Lemma 26.6. Let B = (by,...,b,) € Z™*™ be a basis of the lattice A, then
[b3[| < Vol(L(b1,...,b;)) < P(B).

Proof. We know that Vol(L(b1,...,b;)) = Vol(L(by,...,b;_1)) - [[b}||. More-
over, since B is integral, then Vol(L(b1,...,b;—1))? € Z, and so it is > 1 (be-

cause B is a basis, so its vectors are linearly independent). The inequality Hb;” <
Vol(L(by,...,b;)) follows. O

Definition 26.7. We call a basis B = (by,...,b,) € R™*" gize-reduced if for all
0<i<j<n

(b}, by)| < 517
Lemma 26.8. Let B € Z™*™ be a size reduced basis of a lattice A. Then, for all
jef{l,...,n},

b < 5 max |[b .
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Proof. Size reduced means that any basis vector b; can be written as >, ¢;;b}
for |¢;;| < 1/2. Hence, by the Pythagorean theorem, we have

I ||* = Zc IBF I < § max||bF|®?,

from which the claim follows. O

Corollary 26.9. Let B € Z™*™ be a size reduced basis of a lattice A. Then each
coefficient in B, B* and By (for k > j € N) can be represented in 5logy(n
P(B)) + 3 bits.

Proof. Each vector in B and B* is bounded in Euclidean norm by /n - P(B)/2,
which is also an upper bound on the absolute value of each coefficient. Moreover, B
is integral and the denominators occurring in B* can be maximally P(B)?. Every
coefficient of B and B* is then a rational number which can be represented by a
fraction a/b with a, b integers, |a| < \/n- P(B)?/2 and 0 < b < P(B)2. They can
be represented by respectively by [log, (/7 - P(B)3 +1)] and [log,(P(B)?)] bits.

Precisely the same reasoning can be used for By;.;}, since Vol(L(by, . .. ,bj—1))2 :
Byj.n) € Z™ by Lemma 26.5 (and By;.;) consists of just the first k — j + 1 vectors of
Bijn))- O

26.2. HKZ reduction.

Definition 26.10 (HKZ-reduced basis). A basis B € R™*™ of a lattice A is called
HKZ-reduced if it is size reduced and if

D3] = M (Byjim)) for all j € {1,...,n},
e., if the Gram-Schmidt vector b; attains the minimum of the projected lattice
T(by,....b;_1)L (A) for every j € {1,...,n}.
Lemma 26.11. Let B be a HKZ-reduced basis of A, then
P(B) < n®"’ min P(C),
where the minimum over the potential P(-) is over all bases C of A.

Proof. The HKZ reduced basis B satisfies H_—S Ai(A)?2 < b2 < H2 LN (A)? (48],
i+3

hence (using 42 < for i > 1),
| RS H Iball-~~[Ibsl) < TT 47w (a) - As(4))
j=1 j=1

Jj=1

P(B)

n
.q .q . n2 . n? .
Jl g II[{IIIVO](A]') <n? H min Vol(A;) < n? min P(C). (160)

1 J _7:1 J

IN

J
where the minimum min,; is over all j-dimensional sublattices A; C A and where
the minimum ming is over all bases of A.

The third inequality of Equation (160) might require some explanation. Any
i-dimensional sublattice A; C A satisfies A\;(A) < Xj(A;) for all j € {1,...,i}.
Therefore, by Minkowski’s second inequality,
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This lemma has as a consequence that applying the HKZ algorithm can only

increase the potential of a basis by a factor n2n’.

Corollary 26.12. Let B € R™*™ be a basis of the n-dimensional lattice A and let
B’ = HKZ(B) be a HKZ-reduced basis of A. Then

P(B') < n?" P(B).
Proof. We have P(B) < n2"" . ming P(C) < n2"" P(B). O

The following lemma is for when a block of B is being HKZ-reduced, which
happens in the BKZ-algorithm.

Corollary 26.13. Let B € R™*"™ be a basis of a lattice A, let b € {2,...,n}, and
let C = Bj.p+b—1) be a projected sub-block of B. Suppose U € GLy(Z) is such that
C' = CU is HKZ-reduced and write B = BU, where U acts as U on the basis
elements (b, ..., bgib—1) and leaves the rest intact. Then

P(B') < b® P(B),

Proof. The action of B’ = BU only changes the vectors (bg,...,bryp_1), but
does not change the space spanned by (bg, ..., bgip—1). Hence, the Gram-Schmidt
vectors by for j ¢ {k,...,k + b — 1} also remain intact, as well as the volume

WM®M~bMHﬁ=W%1%W—HH“WUHL%

P T, I [m=7 TE iog)fm7 TI3) (b)) o

= m ntl—j Eb—1 11w limtl—s b—1 -

P(B) [l Ib}["+t=7 | | o K [T;=o lIb5[P~
_P(C) _
pC) =

where the last inequality follows from Corollary 26.12 and where the third equality
follows from dividing by H]H_b ! |||t =) 5o that

k+b—1 k+b—1 b—1
IT g7 = 1 eI =TT w1,
j=k j=k §j=0

1)*, where we use that [[;127" [bx| = [[J22 1 (b))l O

and similarly for (b

26.3. Reduction of dual bases.

Definition 26.14 (A dually exponentially reduced basis). A square basis B €
R™ "™ of a lattice A is T-dually exponentially reduced (for T > 1) if the dual basis
D =B~ T satisfies ||d;|| < 2T"\;(AY), where AV denotes the dual lattice of A.

26.4. Transference theorems. Banaszczyk proved the following transference the-
orem, relating the successive minima of a lattice A with the ones of its dual lat-
tice AV.

Theorem 26.15 ([6, Theorem 2.1]). Let A be an arbitrary lattice of rank n in R™,
for some m >mn > 1. Then, for all 1 < i <mn it holds that

1 S )\Z(A) . )\n_i+1(Av) S n.
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Proof. The upper bound is exactly [6, Theorem 2.1]. The lower bound comes
from the following standard argument. Let vq,...,v; be i linearly independent
vectors of A with euclidean norm < X;(A), and wi,...,wy—i+1 be (n — i + 1)
linearly independent vectors of AV with euclidean norm < A,_;11(AY). Let V
be the vector space spanned by the (v;); and W be the vector space spanned
by the (w;);. Both spaces live in span(A), which has dimension n. Moreover,
dim(V) + dim(W) = n + 1. Hence, V and W cannot be orthogonal, which means
that there should exist v and wy such that (vk,wy) # 0. By definition of the dual,
this implies that |(vg,we)| > 1 (because the inner product must be an integer).
And so, 1 < [(vg, we)| < [Jo] - lwell < Ai(A) - An—ia (AY). O

27. THE BKZ ALGORITHM ON INTEGER BASES

27.1. Introduction. In this section, we show that the variant of BKZ from Hanrot,
Pujol and Stehlé [39, Algorithm 2] (which we call BKZ’ in the rest of this section)
does not cause coefficient explosion in integer basis matrices. Hence, BKZ’ is suit-
able for integer lattice bases and one can obtain a bound on the bit-complexity of
the algorithm, and not only the number of tours needed. This was already discussed
in [39, Section 3, Cost of BKZ’], where the authors explained the big lines of the
reasoning. In this section, we make this discussion fully formal.

Concretely, applying the b-BKZ’ algorithm of Hanrot, Pujol and Stehlé on an
integer basis B of a lattice A yields a new basis C = (cy,...,c,) of A satisfy-
ing |le1]] < 2- b1t 3 - Vol(A)Y/™. Furthermore, this algorithm runs in time
poly(n, log max; [|b;]|) - b°.

Approach. In [39], the authors give an upper bound on the number of tours needed
for the BKZ’ algorithm, in order to have a provable upper bound on the short
vector output by the algorithm. To obtain a total and provable bit-complexity
for the time of the b-BKZ’ variant for integer matrices, we need to show that no
coefficient explosion occurs and that the b-HKZ algorithm on the sub-blocks runs
in time about b®.

To show that no coefficient explosion occurs, we rely on standard techniques
using the potential P(B) of a basis. Namely, it is a fact that the bit sizes of the
coefficients occurring in a size-reduced basis B and its Gram-Schmidt basis B* are
bounded by O(log,(nP(B))) (see Corollary 26.9). Hence, it is enough to sufficiently
bound the potential.

In the BKZ’ algorithm of Hanrot, Pujol and Stehlé, only size-reduction and
HKZ-reduction in dimension b occur (see Algorithm 7). As size-reduction does not
change the potential, only the influence of HKZ-reduction on the potential needs
to be examined. It can be shown that b-HKZ-reduction can only increase the po-
tential of a basis by a factor b2b” (see Corollary 26.12). Hence, all coefficients
remain sufficiently bounded, whenever the number of HKZ-reductions is polynomi-
ally bounded. But the latter is true by the fact that the number of ‘BKZ tours’
(essentially n times a b-HKZ-reduction) is bounded; this is what Hanrot, Pujol and
Stehlé show in their work [39, Theorem 1].

For the HKZ-reduction algorithm in dimension b, that is used as a subroutine in
the BKZ-algorithm, we use the provable Kannan-algorithm [40] on integer matrices
with a run time of about b® (disregarding the size of the basis matrix). Note that
the projected sub-blocks of the matrix are rational, but can be scaled up to be
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integral. This does not significantly increase the bit-size, because the denominators
can be shown to be bounded by the potential.

27.2. The BKZ’ algorithm of Hanrot, Pujol and Stehlé. We restate the
algorithm of Hanrot, Pujol and Stehlé [39, Algorithm 2] and their result on the
upper bound on the number of tours required to obtain a sufficiently short non-
zero vector of the input lattice.

Algorithm 7 The BKZ’ algorithm of Hanrot, Pujol and Stehlé, for integer bases

Require:
e A basis B = (by,...,b,) € Z™*"
e A block size b € {1,...,n}.
Ensure: A basis of £(B).
1: repeat
2:  for k from1ton—b+1do
Modify (b;)r<i<k+b s0 that (mr—1(b;))k<i<ik+tb is HKZ-reduced;
Size-reduce (by,...,by).
end for
6: until no changes occur or termination is requested.
7: return (by,...,by,).

Theorem 27.1 (Theorem 1 of [39]). There exists an absolute constant C > 0 such
that the following holds for all n and b. Let B = (by,...,b,) be a basis of a lattice
A, given as input to the modified BKZ algorithm (Algorithm 7) with block-size b.
If terminated after

TBKZ = C’n—?)(log n + log log max M)
b2 i Vol(A)l/n
calls to an HKZ-reduction in dimension b, the output C = (c1,...,¢y,) is a basis of

A that satisfies
sa=l.42 1/n
[ler]] < 2b2B=07"2 . Vol(A)™/™.
Remark 27.2. In the original theorem statement [39, Theorem 1], the last line
reads: “If A C Q", then the overall cost®® is < poly(n,size(B)) - Costaxz(b).”

It is precisely this statement in the last line that we prove in this section. This,
because the authors [39] only gave a sketch of how to show this ([39, Section 3,
Cost of BKZ’]). In this section we will follow their sketch and prove this statement
rigorously.

27.3. Applying BKZ’ to integral bases.

Proposition 27.3. Let B € Z™*™ be a basis of a lattice A, with m > n > 2.
Letb € {2,--- ,n} be a block-size parameter. Then the BKZ’ algorithm of Hanrot,
Pujol and Stehlé on input B and b has a bit-complezity

poly(size(B),m) - b

38Here, size(B) = >4 size(By;) and size(a/b) = log |a| + log |b| for reduced fractions a/b. The

number Costykyz(b) is the cost of applying HKZ in dimension b.
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and outputs a basis C = (cy,...,¢y,) satisfying
el < 2- b7+ 3 . Vol(A)/™ < 2. b2V/2 . A, (A). (161)

Proof. We instantiate Theorem 27.1 with the integral basis B, yielding the shortness
bound®” in Equation (161) and an upper bound on the number of HKZ-reductions
7Kz in dimension b. Note that 75Kz is poly(n, size(B)), according to Theorem 27.1.

For the b-HKZ reduction algorithm we use the provable Kannan-algorithm [40,
Theorem 2|: on input an integral basis M of a rank-b lattice L C Z™, this algorithm
runs in time poly(size(M),m) - b?/(2€)+0(®) — poly(size(M), m) - b® and outputs an
HKZ-reduced basis of L. We will apply this algorithm to the projected bases
Bii:k4b—1) occurring in the BKZ’ algorithm. Even though these bases are rational,
this is still possible just by multiplying out the denominators of the coefficients
(and revert that process after the lattice reduction). For this to be feasible, we will
of course need to show that these coefficients are sufficiently small in size (i.e., have
sufficiently small numerator and denominator).

Concluding, if we can show that all sizes of the coefficients occurring in the sub-
blocks of all intermediately computed matrices in Algorithm 7 remain sufficiently
bounded, say < poly(size(B).m), we can indeed conclude that Algorithm 7 has
bit-complexity poly(size(B), m).

So, indeed, it remains to show that all (rational) coefficients of the occurring
bases, their Gram-Schmidt bases and the sub-blocks By;.;p_1) remain bounded in
bit-size by poly(size(B), m). We distinguish some cases

e The very first time that a HKZ-reduction is applied is just on the basis
B1.5), whose coefficient sizes are clearly bounded by poly(log P(B)).

e After this very first time, we can, by line 4 always assume that the ba-
sis at hand, which we call B() for now, is size-reduced right before line
3. Hence, the coefficients of (wk_l((bgo)))kgKker are bounded in size by
poly(log P(B())), by Corollary 26.9. Hence Kannan’s HKZ algorithm can
reasonably applied in time poly(log(P(B(®)),m) - b°.

e Right after line 3 but before line 4, the new matrix B! = BOU (where U

only changes (bgo))kgi< k+b) 1s not size-reduced anymore. But we do know,
by Corollary 26.12, that P(B(l)) < b2b2P(B(O)). Since (7Tk—1(b§1)))kgi<k+b
is HKZ-reduced (and thus size-reduced by definition), we know that the

coefficients of BE;:)k_Fb_l] are bounded by poly(log(P(B(M")), m), by Corol-

lary 26.9. Since for i ¢ {k,...,k+b—1}, bgo) are unaffected by U, we know

that these still satisfy Size(bz(-o)) < poly(log(P(B(®)),m). Hence, we can

certainly find a lift (by using Babai’s nearest plane algorithm) of Bfi)k tho1)

to B for which the coefficient sizes of (bgl)))k§¢<k+b are bounded by
poly(log(P(B()), log(P(B™)), m) = poly(log(P(B)) + b, m).

(Note that this lift does not affect the potential of B().

Note that in the previous reasoning we see that in each HKZ-reduction, the potential
2
of the basis the algorithm is working on is maximally increased by a factor b2°".

39The additional shortness bound in terms of An(A) comes from the fact that An(A)" >
j=1X;j(A) > Vol(A). For the simplification into b™/?, one can observe that (n—1)b+3(b—1)b <
4n(b — 1) for all b satisfying 2 < b < n. Dividing by 2(b — 1)b yields the simplification.
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But we know that the maximum number of HKZ reductions in the entire algorithm
is at most Tkz - n = poly(size(B), m) (where Tz is the number of tours). Hence,
the bases occurring in the algorithm can maximally have log potential of

log(Boccurring) < log(b%z) 1Kz - 1+ log(P(B)) < poly(size(B), m).

Hence all occurring bases Boceurring have a logarithmic potential bounded by poly(size(B), m),
which has as an immediate consequence that all bases, Gram-Schmidt bases and
projected bases have coefficient sizes bounded by poly(size(B),m), which finishes
the proof. O

Corollary 27.4. Let B € Z™*"™ be a basis of a lattice A, with m > n > 2 and let
b e {2,---,n}. Then there exists an algorithm that takes as input B and b, has
bit-complexity
poly(m, size(B)) - bP
and outputs a basis C = (c1,...,¢,) of A satisfying
llesll < m-b2P X, (A) forall j € {1,...,n}. (162)

Proof. We apply the provable BKZ’ algorithm of Hanrot, Pujol and Stehlé as in
Proposition 27.3, recursively to

Ba det(B[l:l])2 ' B2:n7 o 7det(B[1:j])2 : Bj+1:n PRI det(B[lzn—b])2 . Bn7b+1:n~

Here, we keep using the notation B after an application of BKZ’. After these ap-
plications, we backwards recursively lift this sequence into a size-reduced basis of
L(B).
More precisely we apply the following steps:
e Apply BKZ’ to B, call the result B.
e Construct the basis det(B[;.1])Bja:,) (integral, by Lemma 26.5) and apply
BKZ’ to it, call the result again det(Bi1.1))Bz.-

e ...
e Construct the basis det(By.;))Byj11:n) (integral) and apply BKZ’ to it, call
the result again det(Byy.;))Bpjt1:n)-

o ...

e Construct the basis det(B[lm_b])2 ‘Bp—bt1:n (integral) and apply BKZ’ to
it, call the result again det(Bj1.j))B[jt1:n)-

e Going backwards, add ciyb}_, with ¢, € [—1/2,1/2) to each vector in
B,.—b+1.n to reconstruct a short basis B,,_p.p.

e Add ¢xb} with ¢; € [-1/2,1/2) to each vector in B; 1., to reconstruct a
short basis Bj.y,.

e Add ¢;b} with ¢, € [-1/2,1/2) to each vector in Bs,, to reconstruct a
short basis B.
Since a BKZ’-reduction as in Proposition 27.3 consists of mgxyz HKZ-reductions,
each BKZ’ reduction can maximally increase the potential by a factor b2b* 7oKz
(see Corollary 26.12). Hence the n — b BKZ’-reductions in above procedure can at
most result in intermediate potentials of size

p2b* TBKZ N P(Binit),
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where Bipj; is the starting basis. Since det(By;.x)) divide P(B) (the potential of the
same basis), and since By, has size bounded in O(log(n - P(B))) (see Corol-
lary 26.9), we can immediately deduce that in above procedure, all bit sizes remain
within (for the bound on 7Kz see Theorem 27.1)

log (anbz'TBKZ'” . P(Binit)) = poly(m, size(Bipit ) )-
In the resulting basis, we have, by construction,
[b5| <2-b2/* .\, (A) forall j € {1,...,n},

where we use that A, ;(£(Bj11:m)) < An(A) and b2(=9)/b < h27/b_ For the last
b vectors, we have this shortness guarantee from the b-HKZ reduction (see [48] or
the proof of Lemma 26.11).

Hence, by the size-reduced-like way the basis B is constructed, we have b; =
bl + >, cib; with ¢; € [-1/2,1/2), and we obtain

[bj]l < 2n b/ X\, (A) forall je{1,...,n},

as required. O

28. THE BKZ ALGORITHM ON APPROXIMATE BASES

28.1. Introduction. In this section, we will show that there exists a provable al-
gorithm that runs essentially in time O(bP) that computes a basis of an ideal lattice
xa whose Gram-Schmidt lengths are at most b®(*/®)\,, (za), which is sufficient for
the needs of this paper (see Sections 8.3 and 8.5). We assume throughout this entire
section that an LLL-reduced basis of Ok is given; in the end result, Lemma 8.5,
this assumption is again explicitly mentioned.

In all this section, the ideal lattices xa we considered will be represented exactly.
To do so, we will restrict ourselves to elements z € K that have all their complex
coordinates of the form a + ib, with a,b € Q. In other words, we consider the
intersection of Kr with the subset (Q 4 Q)™ of C". The ideal a is a fractional
ideal, and will be represented by a Z-basis, consisting of n elements (aq,..., )
of K (which can be exactly represented in a fixed basis of Ok ).

Even though we have a way to represent the ideal lattice za exactly, we can only
compute an approzimate basis of the corresponding lattice, due to the (irrational)
Minkowski embedding of za into Kg (even whenever z € Ky itself is rational). In
this section we settle these precision issues by applying the basis reduction algo-
rithms (LLL, BKZ’) on rational approximations of the bases of za.

The algorithm and its analysis consists of the following steps. These steps (i) -
(v) will correspond with Sections 28.2 to 28.6

(i) Computing an (approximate) dual basis of the basis of xa. For the
algorithm to succeed, the basis that we start with is required to be dually
reduced. For the purpose of reducing it, we therefore first compute the dual
basis of the input basis of za (which we may assume to be in some Hermite
Normal form).
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(i) Apply the the Buchmann-Pohst-Kessler algorithm to this approxi-
mate dual basis. To make the dual basis reduced, we apply the Buchmann-
Pohst-Kessler algorithm [18; 19] (see also Section 23). We apply the inverse-
transposed transformation to the original basis of xa, to obtain a dually ex-
ponentially reduced basis (see Definition 26.14). This part is treated in Sec-
tion 28.3.

(iii) Apply the variant of BKZ by Hanrot, Pujol and Stehlé [39]. Applying
a variant of BKZ with provable running time on this dually exponentially
reduced (approximate) basis of za yields an approximate basis of za with
BKZ-like shortness guarantees on the basis vectors.

(iv) Apply the closeness-lemma. By computing an initial approximate ba-
sis with sufficiently good precision, the same unimodular transformation that
makes this approximate basis have BKZ-like qualities, will also make the exact
basis of xa satisfy these shortness properties. Note that the unimodular trans-
form can be actually exactly (that is, not approximately) applied to a Z-basis

of xa which consists of elements (z - 1, ...,z - o) € Kg, where a; € K.
(v) Concluding. Applying the compositions of the unimodular transformations
in each step to the initial basis (x - a1,...,2 - @) of za yields a new basis of

za that has BKZ-like shortness guarantees.

28.2. Computing an (approximate) dual basis of the basis of za.
Introduction. Computing the dual basis of an approximate basis Byq ~ B,q of za
is done by inverting and transposing the matrix: D = B;J . The precision loss in
numerical approximation of inversion is proportional to ||Bz}l||, the matrix norm of
the inverse of the basis. Hence, we would like to upper bound this matrix norm.

We do that by applying Lemma 24.2, which bounds this matrix norm in terms
of how far the basis vectors B,, are from attaining the successive minima \;(za).
Since we generally assume that ideals are given in a Hermite Normal Form (HNF) in
coordinates of an LLL-reduced Z-basis of Ok (see Section 2.6), a reasonable upper
bound on the basis vectors B, can be achieved. On the other hand, a lower bound
on \j(xa) can be achieved by using ideal lattice properties from Lemma 2.13.

To obtain these results, the following lemma will turn out useful.

Lemma 28.1. Let x € Ky and a € Ig. Let Byq = (zav,...,x0;,) € K a basis
of xa, where the basis (a1, ..., ay) is assumed to be in HNF form whenever written
in terms of an LLL-reduced basis of O (see Section 2.6). Then

(i) For all j € {1,...,n}, we have ||xa;|| < 2517e@a) . p3/2. 20 | A gV,

(ii) N(za) < 2nsize(za),

(i4i) N(za)~t < 2nsize(@a),

(iU) Al(xa)_l < 25ize(xu).

where size is defined in Section 2.6.

Proof. For (i), we make use of the assumption that a is represented by a rational
HNF basis in terms of an LLL-reduced Z-basis (81, ..., B,) of Ok (for which thus
holds ||8;]] < 2" - v/n - |Ak|Y/™ by Lemma 2.13). More precisely, a;; = > 1, a;; 53;,
where (a;;)i; € Q"*™ is an HNF-reduced basis. By definition of the size of an
ideal (see Section 2.6), we have that size(a) > size(a;;). Recall that the size of
rational numbers a/b with ged(a,b) = 1 is equal to log, |a| + log, |b|. Hence, using
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size(ra) = size(x) + size(a)

Hxaj” <n- mjax \%| . Hﬁ?XQSize(aij) . m]aX ||ﬂ]H < 2size(ma) . Tl3/2 .on . |AK‘1/n

N—_——
SQn,\/ﬁ.|AK|1/n

For (ii) note that N(xza) is equal to det((aij);) - [[; #;. By Hadamard’s bound,
det((aij)ij) < II; [(aiz)illz < T1;(32; laiz]) (by the inequality between 1 and 2-
norms) and the latter can be bounded by (3, |a;;|)™ and hence logy N(za) <
nsize(x) + nlogy (>, laij|) < nsize(x) + nsize(a) = nsize(za).

Item (iii) can be proven as follows. Because N (za) = |N(z)| - M(a) and
(N ()7t = [T, |z;] 7t < 25¢(*) | we only need to show that N (a)~t < 2nsize(e),
Write a = % - b with d a minimal positive integer and b an integral ideal. Since d
minimally clears the denominators of a, we certainly have size(d) < size(a). Now
N(a)*l :./\/(afl) _ |N(d)| ~N([’J)71 < ‘N(d)| =d" < 2nsize(d) < 2nsize(a)'

Item (iv) holds because xa is an ideal lattice, which implies A;(za) > N (za)'/™
due to item (i) from Lemma 2.13. Hence A;(za)~! < AN (za)~'/™ and the result
follows from item (iii) O

Bounding the matriz norm of B,}. We start by bounding the matrix norm of the
exact inverse of B,,.

Lemma 28.2. Let x € Ky and a € Ix. Let Byq = (zav,...,x0;,) € K a basis
of xa, where the basis (a1, ..., ay) is assumed to be in HNF form whenever written
in terms of an LLL-reduced basis of O (see Section 2.6). Then

”B:;al”Q < n2ntl. 2n2 . |AK|1/2 . 2(2n+1) size(wu).

Proof. We apply Lemma 24.2 to obtain

-1 n/2+1 -1, T llzay]l
Ballz <n™2t M@y~ | T 305
j=1""
< a2 N (za) T ARV N (@a) T T T eyl (163)
j=1

where we used [[/_; Aj(za) > Vol(za) = N'(za)|Ax['/? in the last inequality.

Using that A(za)~1 < 27%@0) | | (za)~! < 2590 and zay]| < 24 .
n3/2 .27 Ak |Y" for all j € {1,...,n} (see Lemma 28.1(iii), (iv) and (i)), and
applying it to Equation (163), we obtain

IBoallz < n™2Ft - A(wa) ™" AT N (za) ™ T llzay]
j=1

< nn/2+1 . 25ize(mu) . |AK|_1/2 . on size(za) | (ZSiZQ(IU) _n3/2 .om . |AK|1/n)n
< n2ntl. 277,2 . |AK|1/2 . 2(2n+1) size(za).
(]

We can therefore conclude that the loss in precision by inverting an approximate
basis of za can be reasonably upper bounded.



RIGOROUS METHODS FOR COMPUTATIONAL NUMBER THEORY 137

Lemma 28.3. Let B, € Q™" be an approzimation of Bya, then
log,|B; — B2 < log,||Baa — Baall2 + 502 + 3 logy |Ak| + 3nsize(za),
under the assumption that 1og,||Bya —Baall2 < —(5n%+ % -logy |Ak |+ 3nsize(za)).
Proof. By [7, Cor. 7.2, Eq. 7.46], we have that
B™' =B~y <2|B7'3 B - B2,
as long as 2||B~ |2+ ||B — B”Q < 1. Instantiating with B = B,,, B = B, and the
bound of Lemma 28.2, we obtain the claim, using the following computation:
log,(2|Boall) <1+ (2n+ 1)logy(n) +n® + 3 log |Ak| + (2n + 1) size(za)
< 2n+2n* 4+ n® + Llog |Ak| + (2n + 1) size(za)
<51 + Llog|Ak| + 3nsize(za)
using the fact that for any positive integer n it holds that 2n < 2n?, logy(n) < n and

log,(n) + 1 < 2n. The condition 2|B~!||5 - |B — B|j2 < 1 holds by the assumption
in the lemma’s statement. O

Hence, the inversion of the approximate basis B.a only yields a polynomial (in
the size of the input) loss of bit precision.

Lemma 28.4. Let Bm“ be an approximation of a T-dually exponentially reduced
basis Bya with 1og||Bya — Baallz < —(9n + 3 log, |Ak| + Bnsize(za) + n(T + 2)).
Then Baq is (T + 3)-dually exponentially reduced.

Proof. Let us write (dy,...,d,) =D =B and (d;,...,d,) =D = B;,". Let us

also define ¢ such that log,(1/€) = 4n? 4 2log, | Ak |+ 2n size(za). By Lemma 28.3
(and since transposing does not change the 2-norm of matrices), we have

log,|D — D2 < log,||Bza — Buall2 + 5n* + 3 log, [Ak| + 3n size(za)
< —(4n® + 2log, | Ak | + 2nsize(za)) < log(e).

Then, we have, for all j that ||d; — d,| = |[(D — D)e;|| < |D — D|j2 < ¢, which
implies that

;]| = ;]| + & < 2™ Aj((za)") +& < (27" + DA((wa)¥) < 277N ((2a)Y),
(164)
where, in the second inequality, we used the fact that e < A ((xza)¥). This inequality

comes from combining the transference bound (Theorem 26.15) with items (ii) and
(iv) from Lemma 2.13 and item (ii) of Lemma 28.1

M((za)Y) = Ap(za) ™ > (V- [Ag 2 N (@a)t /™)~
> (\/,E |AK|3/2 . 2size(ma))71 > e
Writing A for the lattice generated by the approximation B4, it suffices to show
that A;((za)Y) < 2nX;(AY) for all j, to show that B, is (T+2)-dually exponentially

reduced. Indeed, then, by Equation (164), we have ||d;| < 27D\ ((za)¥) <
2(T+3)m )\ (AV) for all j.
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By transference (see Theorem 26.15), we have
L_NA) ()
= NAY) A (A

hence \;(AY) < nf\‘::jgig N (AY) < 2n-Xj(AY), if one shows that i::jgf;; <2 ie.,

Aj(A) < 2X;(A) for all j. This latter statement is what we finish the proof with.

Write x; € xa = A for the vector attaining Aj(xa). Then x; = Byqu; for
some u; € Z". By the closeness lemma (Lemma 28.6), we must have ||u;l|
2TH+2n )\ (za) /A (za) < 2T+ | Ak |V (by Lemma 2.13). Hence X; = B,qu;
X; + (Bga — Bm)uj satisfy the property that {%i,...,%;} span a j-dimensional
space, and therefore surely

Aj(A) < Aj(za) + | Boa — Brall2 - 27727 - A"
< )\j(xa) + /\1(33&) <2 )\j(xa),

since ||Bza*]§mu||2 < 27nsize(za)7log|AK|7(T+2)TL < N(Ia)l/n.‘AK|71/n.27(T+2)n <
A (za) - 27 (TH27 | A | =1/" (where we used item (i) from Lemma 2.13). O

A

28.3. Applying Buchmann-Pohst-Kessler to the approximate dual basis.
We apply Theorem 23.5 with k = 179 = ng = [K : Q] =: n, n; =0, A = B;| and
A =B_,. To satisfy the initial conditions, we must have log, |Bz, —B,,'|

2,00 <

3
logy(1/4 - p - Cy'h), where® p = N(za)™V/" - n=V2 . |Ag| 20 < Ap(za)™! <
A1((za)Y). And

cy=m (M L ||2,oo)2<”“>
7
By Lemma 28.2, we have that | B, [|2,00 < | B24 ll2 < n2”+12”2\AK|1/2o22" size(za),
Hence, —logy(1/4-p-Cyt) = O(n® +nlog| Ak |+n?size(xa)), and a precision poly-
nomial in n,log |Ak| and size(xza) is sufficient to apply Buchmann-Pohst-Kessler.
Hence we obtain a unimodular transformation U such that the basis elements of
B;J - U have an LLL-like shortness quality compared to the successive minima of
(za)V. More precisely, the basis elements (c1,...,c,) = B, - U satisfy

lejll < (n+2)2°% - Xj(zaY) < 257 ) (zaY),

hence, the basis Cyq := (B, -U)~T = B,,U~ T is T-dually exponentially reduced
with T := 3 (see Definition 26.14). For this last computation, note that both inverse
and transpose switch positions, hence doing them both keeps the positions of the
matrices.

We can conclude with the following proposition.

Proposition 28.5. There exists an algorithm that computes a 3-dually exponen-
tially reduced Z-basis (xav, ..., xay) of an ideal lattice xa in time polynomial in
n,log |Ak| and size(za).

Proof. Computing B, with sufficient precision of order O(n®+n log |A g |+n? size(za))
allows for computing the dual basis B,” = (B;}!)T and applying the Buchmann-
Kessler-Pohst algorithm (see Lemma 28.3 and the discussion above). Hence, by

applying the inverse transpose U~ T of the unimodular matrix U that is the output

3
40We have An(za) < /1 - |Ax|2n - N(za)l/™ by items (i) and (iv) of Lemma 2.13.
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of the Buchmann-Kessler-Pohst algorithm to the initial Z-basis (zay,...,za,) of
za yields a 3-dually exponentially reduced basis of xa. ([

28.4. Applying the variant of BKZ by Hanrot, Pujol and Stehlé. By clear-
ing the denominators in the (new, dually exponentially reduced) matrix Ba, we
obtain an integer basis on which we can apply Algorithm 7, a variant of the BKZ
algorithm from Hanrot, Pujol and Stehlé. By Corollary 27.4, this algorithm outputs

in time*! poly(n, size(Byq)) - b® a basis Cpq = (1, .. .,¢,) of za that satisfies

cjll < n-b¥/P .\, (za).

28.5. The closeness lemma.

Lemma 28.6. Let B € R™*™ be basis of a rank-n lattice A that is T-dually ex-
ponentially reduced as in Definition 26.1/ and let v € A be any lattice vector, with
v = Bu for some integral vector u. Then

[l < - 277 - |lv]|? /A (A)? < 2752 |v]2 /A0 (A)2.

Proof. Write Q = BB for the quadratic form associated to B; then Q™! =
(B'TB)"! = B™'B~" = D'D is the quadratic form associated to the dual basis
D=B " =(dy,...,d,) of B.

Denote AV for the dual lattice of A. By B being T-dually exponentially reduced,
we have (Q71),; = [|d;[|? <277 - X\;(AY)? <n?-2T7"/X\,_;11(A)? by Banaszczyk’s
transference theorem (Theorem 26.15). Therefore

Q') = Z(Qil)ii <n?.2T" Z )\,(1/\)2 <n3- 2T /X (A)2
i=1 i=1""

Write 1, ...,y > 0 for the eigenvalues of the positive definite matrix Q. Then,
for all 4 € {1,...,n}, ;% < Tr(Q1) < n3- 2T /X (A)?, since all eigenvalues of Q

-

are positive. Therefore, the inverse of any eigenvalue of Q is upper bounded by
’I’LS . 2Tn//\1(A)2,
Write v = Bu, then

T 3 Tn
-2

Juf? =uTu < 29 oy 2020
min; p; A1(A)

which, together with the fact that n? < 22", proves the claim. O

Corollary 28.7. Let B and B € R™*" be T-dually exponentially reduced bases of
rank-n lattices A and A respectively.
Then

<1 e ||]§—B|2> SN0 <1+ o(T+2n | B —B||2>

min(A; (A), A\ (A)) )~ N(A) min(A; (A), A1 (A))
and A\ (A) — A\ (A)] < 2T+27 ||B — B|,.
41Clearing denominators in a basis B € Q™*"™ at most increases the size of that basis by 2-m-n.

Since dB for d = [],; di;j (where d;; is the denominator of B;;) has size mn size(d) + size(B) <
(mn + 1) size(B) < 2mn size(B)
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Proof. Write U € Z™*"™ N GL,(R) for the (not necessarily unimodular) transfor-
mation such that C = BU attains the successive minima, i.e., [|c;|| = A;(A),
and the vectors c; are linearly independent. By Lemma 28.6, we know that
[y || < 27427 X5 (A)/Aa (D).

Since U is non-singular, then C := BU = B(uy,. .., u,) consists of n indepen-

dent vectors. Hence A;(A) < maxi<x<;j ||Ck||, but we have

~ ~ - 2T+2)n . |IB — B
leélwcCMHH%ISBBzWUMHAMA)SAHA)<1+ | “>,

A1(A)

hence, by applying the same reasoning but interchanging A and A,

3 _ o(T+2)n ||]§ — B, i A r o(T+2)n HB — B>
Aj(A) < A(A) (1 + (M) > d A (A) < A(A) <1 + )\1([\) ) .

Instantiating this with j = 1, shows [A;(A) = Ay (A)| < 2(T+27. |B—B||5. Applying
the inequality 1 —z < 1/(1 + z) (which holds for all > 0) and replacing A1(A)

and A1(A) by their minimum, we obtain the final claim

( 2”““MB—BM> Ai(8) ( 2””WwB—Bm)
1- = < — < |1+ = .
min(A;(A), A (A)) A (A) min(Ap (A), A (A))

(]

Corollary 28.8. Let B and B € R™x" be T'-dually exponentially reduced bases of
rank-n lattices A and A respectively. Let C = BU be a basis of A satisfying

111 < g5 - An(A) forall j € {1,...,n},

for qj € Rsg. Suppose |B — By < 127 (THn. min( A (A), A\ (A)) and write
C =BU. Then,

llcill <2-qj - Ap(A) forallje{1,...,n}.
Proof. We have |Ju;|| < 2727 ||&;/A1(A) by Lemma 28.6, and hence
llesll < llej — &l + &1 < 1B =Bz - [l + l1&; |

. B - B, - 2(T+2n . BBl . oT+2n
< | 1+ B Ble: <o (). (14 BBl
A1(A) (A

||[3, —Bj,- 9(T+2)n

< g5 Mn(A) (1  min( (&), 2 (4)) ) =

where in the penultimate inequality, we used Corollary 28.7 and in the last inequal-
ity we used the assumed upper bound on |B — B||s. O

28.6. Conclusion.

Lemma 8.5. Let K be a number field of degree n. Let xa be an ideal lattice where
z € Ky is represented by rational numbers, and where a € L is represented by
a rational Hermite Normal Form matrix My with respect to a given LLL-reduced
basis of Ok .
Then there exists an algorithm that computes a Z-basis (zay, ..., xay) of xa with
a; € K such that
|z - agl| < 2n- b2V A, (2 - a),
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using time at most T = poly(b, size(a), log |Ak|, size(z)).
(0)

Proof. Using the HNF rational matrix M,, we have a sequence of elements (a5 /, . .., «

generating a. The exact Minkowski basis is given by B, = (U(ag»o)))g,j, i.e., the

columns of B,, are the Minkowski embeddings of ago) into Kg.

Due to the fact that these numbers are irrational in general, the basis B, can
only be approximated; we call this approximation B... Note that the values of
o(aEO)) can reasonably be approximated by computing the roots of the defining
polynomial of the number field K. This can be done efficiently by, for example,
Newton iteration; this costs time polynomial in the desired bit precision. Hence,
if the final required bit precision is polynomial in the size of the input (which we
indeed will show to be the case), approximation is not going to have a significant
influence on the running time.

Computing the dual. So, suppose we have a rational approximation B, of B,o
within polynomial bits of precision. By Lemma 28.3, computing the dual basis of
B, only looses O(n? + log |Ak| + (n + 2) size(xa)) bits of precision. Therefore we
can assume that the dual basis of Byq approximates the dual basis of B;, with
polynomial bits of precision.

Applying Buchmann-Kessler-Pohst on the approximate dual basis. Us-
ing the Buchmann-Kessler-Pohst algorithm on the approximate dual basis, we have
Proposition 28.5, which states we can compute efficiently a Z-basis (xagl), ceey m;”)
that is ‘3-dually exponentially reduced’ (see Definition 26.14). That means the dual
basis (d1,...,d,) of this new basis satisfies [|d;|| < 23" - \;((za)V), where (za) is
the dual lattice of za.

. . 1 Dy - . .
This new basis (xag ), . ,xa% )) is exact and we can re-approximate the associ-

ated basis ng{‘) by ]3;‘) By Lemma 28.4, a sufficient (polynomial) approximation
B%) can be shown to be 6-dually exponentially reduced as well.

Applying Hanrot-Pujol-Stehlé. Without loss of generality, we can clear the
denominators in BSJ Then, we apply the BKZ version of Hanrot-Pujol-Stehlé
with provable bounds on the number of tours. Using Corollary 27.4, we conclude

that there exists an algorithm using time pon(n,size(Bfﬁla)), b®) = poly(log |A K|,
size(ra), bP) that outputs a new basis (652), . .,Bﬁf)) = B = BY . U of the
lattice E(ngla)) that satisfies

6P| < n-b>/° . A (£(BLY))

But we would like the new exact basis (a:oz?), . ,xag)), obtained by applying U
to (xagl), .. ,mﬁf)) to satisfy above claim. For this we need the closeness lemma.

Applying the closeness lemma. Note that f’;ﬁ) = ]?’):(;.)U is an approxima-

tion of Bgfa) = BS.)U, the exact Minkowski-basis of the Z-basis (xagz), . ,mﬁf)).
Since BSCR and Béla) are both T-dually exponentially reduced (with 7' = 6 and 3
respectively), we can apply Corollary 28.8. A sufficient (polynomial bit precision)

approximation B;la) of B;(l.lcg then suffices to deduce that the vectors of Ba(fa) satisfy
the same BKZ-like bounds (with a blow-up factor of 2), hence,

lza®|| < 2n-b2"/° .\, (za) for all j € {1,...,n}.

(0)

n

)
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PART 4
Appendix

A.1. PROOF OF THEOREM 6.4, THE RANDOM WALK THEOREM

This following proof of Theorem 6.4 is put in the appendix because it is very similar
to proofs in other work [14, Section 3| [12, Chapter 4], with the difference that it is
here generalized to arbitrary moduli m and finite-index subgroups of Pic%m, and a
slight change of the definition of the log-space H.

Theorem 6.4 (Random Walks in finite-index subgroups of the Arakelov Ray Class
Group, ERH). Let ¢ > 0 and s > 0 be any positive real numbers and let k € R
be a positive real number as well. Let G C Picm be a finite-index subgroup of
the Arakelov ray class group. Putting'? § = min(v/2 - s,1/m1(Log(Oyma)Y)), there
ezists a bound

B = O([Picen : GI? 0™ [n*(loglog(1/2))? + n*(10g(1/5))? + (log(|Ax| A (m)))?] )

such that for any integer

- (r - log(1/3) + 21log(1/¢) + log|Pic%m | — log[Pickm : G] + 2)} ,
(24)

S 1
- [leogn

the random walk distribution [Wa(B, N, s)| is e-close to uniform in L1(QG), i.e.,
H [WG(Ba N, 8)] - U(G)Hl <e,

where N'(m) = N'(mg) -2/l v = dim(H) = ng +nc — 1 and |mg| is the number of
different real places dividing m (see Section 2./).

We follow the proof of [14, Section 3], with small adaptations.

The Hecke operator, characters and eigenvalues

Recall that G C Pic%w is a finite-index subgroup of Pic%w where we try to random-
ize over. Putting P = {p prime ideal of K | N(p) < B,[d°(p)] € G and p { m}, we
define the Hecke operator H : L?(G) — L?(G) by the following rule, for f € L*(Q).

H(f) () = % S Fa— @)

peEP

This Hecke operator has the characters x € G as eigen functions, with eigenvalues
Ay € C satisfying |\, | < 1 [14, Section 3.2]. The trivial character 1 € G can be

42Recall that for any lattice A, we write AV for its dual, and 11 (A) for its smoothing parameter
(see page 18).
145
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shown to have eigenvalue A\; = 1.

HO:= |P\ZX - \P|Z

peP peP

Ax

For a fixed Yy € @, there are [Pic%w : G] extensions of this character to 6 €

—

Pic?(m. These characters satisfy the following identity, which can be proved by
using standard character orthogonality techniques.

0 otherwise

[PiC?(m . G]71 Z 9(—[d0(p)]) — {X([do(p)]) if [do(p)]-e G (165)

9€P1cKm

Olec=x

Putting P = {p prime ideal of K | N'(p) < B and p { m} (note the absence of the
class condition on p), we thus have, for any fixed x € G, using Equation (165),

x(—[d°(p _— 0(— (166)
Ax = ‘7)| ,;3 |7D\ PlCKm -G peZPaeg
Olc=x
Pl 1 9
= — O(—[d°( (167)
|77\ [Plc : G eegco |77| 127:3
0la=x

Assuming the Extended Riemann Hypothesis (as formulated in [44, §5.7]), one
can use results from analytic number theory [44, Theorem 5.15] to derive the fol-

-

lowing asymptotic bound for non-constant characters 6 € Piclm (see [14, Section
3.3]).

1 log(B)log(B™ - |Ak| - N(m) - qoc (0
L o) - (SEELBEN 1A N 0s0) i

peP

where g (x) is the infinite part of the analytic conductor of the character y (cf.
[44, Eq. (5.6)]), The proof of this result uses the Abel summation formula and is
almost the same as in [14, Section 3.3] or 78, Corollary 2.3.5] (see also [12, Section
4.3.3]), with the sole difference that the analytic conductor gets an extra factor
N(m) = N(mg) - 2/m=l.

By applying Equation (166) for x = 1 € é, the trivial character, one can get
an upper bound on the fraction |P|/|P|. By the fact that \; = 1, we obtain, from
Equation (168)

[Pl [Pickn : G]
P

([Pic(}(m : G] - log(B) log(B" - |Ak| - N (m) - qoo(l))>
B1/2 '
(169)
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Hence, choosing B such that the value of the big-O of Equation (169) is strictly
bounded by a half*?, we obtain

P| 1
: <2 170
Pl [Pic%m : G] — (170)

Combining Equations (167), (168) and (170), we obtain that the eigen value A,
for non-constant characters y € G under the Hecke operator H satisfies

M =0 <[Pic?<m : G| - log(B) logé?/’;o Ak |- N(m)- qoo(x))> ’

(171)

The infinite analytic conductor g

The infinite analytic conductor o (x) € Rso is a number quantifying the amount
of oscillation of the character x € G. By restricting a character x € G to the ray
unit torus™ T™ = H/Log(Ox N K™!) C G, one gets a character on T™, which
can be uniquely associated with a dual lattice point ¢* € Log((’);(m,l)v, where
Log(Ojm) = Log(Oj N K™*!). The infinite part of the analytic conductor is in
that case equal to*” (see [44, Equation (5.3), (5.4), (5.7)] and [57, Equation (3.3.6),
(3.3.12)] or [14, Section 3.4] or [12, Section 4.3.4])

()= J[ G+12n65) J[ B+ 2res)(3+ i2nt; +1]) (172)

v real v complex

Here, the components of the dual lattice point in the ray logarithmic unit lattice
Log(OIX(myl)V are parametrized by the places v. As a result, by applying the geo-
metric and arithmetic inequality for vector norms, we obtain the following bound
on the infinite analytic conductor.

doc(X) < (4447 |67 /v/n)",

where ¢* € Log( Ix(mJ)v is the unique dual logarithmic ray unit lattice point asso-

ciated with the character x|r» € T,
Fourier analysis of the Gaussian
Since the initial distribution of the random walk is a Gaussian gs : H — R,z —
e~ml217/5* over the hyperplane H = log K2, we are particularly interested in the
behavior of the distribution resulting from applying the Hecke operator N times,
i.e., " (gs). By standard Fourier computations, one can prove that periodized

43Notice that, in order the bound Equation (171) to be non-trivial (i.e., smaller than 1), we
already need B to satisfy this condition, so it does not add an extra requirement on B. In
Equation (168), the analytic conductor satisfies oo (6) < 4™ for extensions 6 of the unit character
on G, as T™ C G. This follows from the definition of the analytic conductor [44, Eq. (5.7)]
(denoted q(f) = q(f,0) there), and the fact that the local parameters (denoted «; in [44]) are zero
for characters trivial on T™.

44Dye to the fact that [Pic(;{m : G] is finite and the ray unit torus satisfies 7™ C Pic(}(m7 it is
also included in G.

45This definition of the infinite part of the analytic conductor is slightly different to that of
Kowalski & Iwaniec [44, Equation (5.7)] (with s = 1) which is due to the difference in definitions
of the real and the complex L-functions (see also [12, Remark 4.13]). This difference is solved by
putting Lg(s)Lr(s+ 1) = L¢(s), (see [58, Chapter 7, Proposition 4.3(iv)]).
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Gaussian function® s~ 7g,|7" € L?(T™) satisfies

s77g|"" = Z Qg X e (173)
Z*ELog(Ozm,l )V

where ap = ng/s(f*)7 where Log(Ojm,.)Y is the dual lattice of the log ray
unit lattice Log(O)w.1), and where y-(z) = e~ 27 (@60
X S Tm, Y

By standard character arguments, one can simply write each o € G (which
is zero everywhere except on 7™ C G) as an average of all characters in G that
restrict to xg« on T™. This results in the following identity (see also [14, §3.6]),

is a function on T™, i.e.,

where x' € G ranges over the characters of G C Pic(}(m.

_r m ]. %
57 gl " el oy > X (174)

X o* eT™ X' |7m =X

Splitting up the sum
By splitting up the sum of Equation (174) into a ‘unit part’, a ‘low frequency
part’ where ||[£*|| < r and a ‘high frequency part’ where ||£*|| > r, we obtain the

following decomposition, for any r > 0, where X’ € G ranges over the characters of
G C PicYm.

\G|~s_r-gs|Tm = 1q
~~

Unit character

+ Z gl/s(é*) Z X/+ Z 91/5(6*) Z X/7

Xex €T™ X' |rm =X Xex €T™ X' |rm =X
llesfi<r x'#1 el =r
Low frequency characters High frequency characters

Now, applying the Hecke operator H” times to this equation, and taking the abso-
lute value of |G/ - HN (g5|™") — 1¢, we obtain, by the Pythagorean theorem (using
that [[X"X’[I3 = |G1),

llet w6 al™) 16 =161 X a0 AePY )

Xor €ET™ X' |m =X
lex || <r xX'#1

Low frequency

HIG YD gt Yo WY (176)

Xex €T™ X' |7m =X
llex|>r

High frequency

46The periodization is defined as follows: gs|T" () := ZleLog(OX D gs(x +0).
Km,
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We will bound the parts Equation (175) and Equation (176) separately. For the
latter, we have

Gl Do g X WY <al-la/T Y. g9 () ()

— \/55
Xex €T™ X' |rm =X £*€Log(0% 1)V
llexl=r llex||>r
<G| 1G/T™ - BY) g1 (Log(Ofw)),
(178)

1
gﬁ

where the last inequality follows from Banaszczyk’s tail bound [6] and the as-
n/2
sumption that rs > /r/(4w), where Bgn) = (M) e‘”zz, for which holds

B < et for all t > \/n (see also [14, §3.6]).
To bound the share of the low-frequency characters, we use the bound from

Equation (171), [Ay| < O ( [Picg(m:G}'log(B)10%](3?/"2'\AK\'N(m)'qoc(X/))

characters have a ‘low frequency’, their analytic conductor qe.(x’) is bounded,
namely, qoo(X') < (4 + 277r/4/n)™ for any X’ € G such that x'|rm = ¢ for some
0* € Log(Opem,. ) with [[£*]| < r. Therefore,

Since these

Ml<e=0 (M{” : G] - log(B) log(B" - |Ax| - N(m) - (4 + 4m~/¢m“)) .

B1/2

We then obtain

GL Y ai@) D PPN <G 1G/T™ - N gy (Log(Ofmn)Y)

V2s
1€ <r X |rm =X¢*

<IG/T 2N
(179)

We obtain the following bound by combining Equations (177) and (179), dividing
by |G| (which accounts to dividing by |G|? under the square 2-norm) and using the
identity |G| = |G/T™| - Vol(T™). Assuming the Extended Riemann Hypothesis for
Hecke L-functions (e.g., [44, §5.7]), and for all r, s > 0 with rs > \/g, we have

2 g1 (Log(Ogwa)")

Vs 2N (r)
= Vol(T™) (C +5 \/irs) (180)

m 1
N —nST —
) - e

with ¢ = O ([Pic[}(m:G]Jog(B) 1og(B“é\$2K\.N(m).(4+4m/\/g)n)).

Tuning parameters

Let 1 > ¢ >0, s >0 and k € Ryg be given. We have g%(Log(O;{m,l)v) <
2s

91/5(Log(Ofem1)Y) < 2Vol(Log(Ojim,1))/3" by smoothing arguments (see Lemma, 2.20).
Using that inequality and Holder’s inequality (i.e., |[f-1]|1 < ||f||2]|1]]2), noting that
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1|2 = |G|, we obtain, for each r > \/r/(v/2s),

Wa(B, N, s) —UG)| (181)
w1 P
<|G|- || HN (s77gs"") - Sile (182)
Gl s
<IG/T™ g1 (Log(Ofma)) - (N + 55 ) (183)
<2-|G-57 (N 4+ 87 ) (184)
Here, ¢ = O ([Pic?(m:G].log(B) log(B;L?zK‘.N(m).(4+27ﬂ"/\/ﬁ)n)). We proceed by bound-

ing the two summands in Equation (184) separately.
e By putting’” 7 equal to

ﬁ - max (ﬁ, V2 +rlog(1/5) + 2log(1/e) + log\G|)

we deduce that 2- |G| - 57" - BE;%TS <e?)/2.
e Subsequently, choose’® a B = O([Pickn : GJ? - n?®*[log(|Ax| N (m))? +

n?log(r)?), i.e.,

B= O([Pic(}{m L GP2 02 - [log(|Ak| N (m))2 + n2 log(1/5)?

+n? log(log(l/a))ﬂ)

[Pic%m :G]-log(B) log(B™ | Ak |- N (m)-(4+47r//n)™)

such that ¢ < 1/n*, where c = O ( B

Lastly, taking any integer N > m -(r-log(1/5)+21log(1/e) +1og|G|+2)

and noting that cFeen < 1/e, we deduce that 2 - |G| - 3§77V < £2/2.

Combining, we can bound the right-hand side of Equation (184) by e2. Taking
square roots gives the final result. O

A.2. SAMPLING OF RANDOM PRIME IDEALS

In this section we show how to sample prime ideals p that are coprime with m and
whose class [d°(p)] fall into G C Pic%w, using an oracle that can check whether an
ideal a satisfies [d°(p)] € G or not. The algorithm doing this is a slight generalization
of the algorithm sampling prime ideals in [14, Lemma 2.2]. Before giving this
algorithm (together with its properties), we first need the following result on the
number of prime ideals that are coprime with m.

Lemma A.2.1 (ERH). Let m C Ok be an ideal modulus and denote
mx () = [{p € Ik | p prime and N(p) < z}|

for the number of prime ideals not dividing m and having norm bounded by x € R.
Let w(m) denote the number of different prime ideal divisors of m.

4TWe use the bound ,Bff) < e for a > T

48In this bound on B one would expect an additional loglog|G| < log log|Pic% m |- But as it is
bounded by log(log(|Ax|N(m))) (see Lemma 5.1), it can be put in the hidden polylogarithmic
factors.
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Then, there exists zo € O(log? |Ak |+ w(m)) such that for all x> xo we have

m
> .
x(@) 2 4logx

Proof. Denote mx(z) = |{p € Zx | p prime and N (p) < x}|, i.e., whenever m =
Ok. We will prove the statement for this specific case first. By simplifying an
explicit result of Grenié and Molteni [37, Corollary 1.4], we obtain, under the
Extended Riemann Hypothesis®?,

T (r) — 7K (3) f/
3
Therefore, we have

x

d

WK(J:)Z/ 4 — Vz[6log|Ak|+ 4nlog x + 14]
3 logu

du

< Vz[6log |Ak| + dnlogx + 14].
log u

> 2 Jzlog(z)[6log |Ax| + 4n + 14]

log x
o 17log(x)2(610g|AK|+4n+14) S
~ logw N ~ 2logx

where the first inequality follows from omitting 75 (3) and the second inequality

from f; lodguu > 1og7 and from the assumption that = > xo, where zo € O(log? | Ax|)

such that '08(zo)*(Glog |Ax|tant1d) 1/2.

Vo

For the general case of m # O, we need to avoid m; so writing w(m) for the
number of different prime ideals dividing m, we obtain

() > 7 (r) —w(m) > 21(~;ng (1 ~2-w(m) .logaz> S

z “ 4logz’
Where~ the last inequality can be deduced from the fact that = > x¢ and where
zo = O(log? |Ak| + w(m)) is chosen such that M("ﬁw <1/2. O

The following lemma is a slight generalization of [14, Lemma 2.2], where we
demand the Arakelov ray class of the sampled prime ideals to be lying in G, some
subgroup of Pic?(m.

Lemma 5.4 (Uniform sampling of prime ideals, ERH). Let a basis of Ok be known,
and let mg C Ok be a modulus. Let G C Pic(}(m a finite-index subgroup and let
Oc be an oracle that on input an ideal ¢ returns whether [d°(c)] € G or not. Let
Pp = {p prime ideal of K | N(p) < B,p{mg and [d°(p)] € G}.

There exists a bound

By = 5([Pic(}(m : G? - [n*(loglog(1/¢))? + n*(log(1/5)) + (log(|AK\N(m)))2D

such that for all B > By, one can sample uniformly from Pp in expected time
O([Pic%w : G]-n®log® B) and using O([Pic%w : G] - nlog B) queries to Og.

Proof. The algorithm can be described as follows. Sample a uniform integer from
[0, B] and check if it is prime (if not, output ‘failure’). If it is, name the prime p,
factor pOk into prime ideals of Ok and list the different prime factors {p1,...,px}

491 the paper of Grenié and Molteni [37, Corollary 1.4], only the Dedekind zeta function
Cr(s) = >, N(a)™° needs to satisfy the condition that all of its non-trivial zeroes lie at the
vertical line R(s) = 1/2.
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that have norm bounded by B, do not divide mq and satisfy [d°(p;)] € G. If this
set is empty, output ‘failure’; otherwise, choose one p; uniformly at random in
{p1,...,px} and output it with probability k/n. Otherwise, output ‘failure’.

Let q € Pp be arbitrary, and let p = qN Z the prime ‘below’ q. Then the proba-
bility of sampling this q equals %, namely, % times the probability of sampling p.
So, the probability of sampling successfully (that is, no failure) equals

sl 1
nB ~ 8. [Pickw : G]-nlog B
since, by Equation (169), denoting P = {p prime ideal of K | N(p) < B,p{mg},
s > . i
[Pl — 2 [Pickw : G]
and by Lemma A.2.1, we have |Pp| > ﬁ (by adequately increasing By so that
By > xg from Lemma A.2.1).

The most costly part of the algorithm is the factorization of a prime p < B in
Og. This can be performed using Kummer-Dedekind algorithm, which essentially
amounts to factoring a degree n polynomial modulo p. Using Shoup’s algorithm [71]
(which has complexity O(n? + nlogp) [77, §4.1]) and the fact that the algorithm

needs to repeat [Pic(})(m : G]-nlog B times to get constant success probability, yields
the complexity claim and the query complexity for Og. ([

)

A.3. UPPER BOUND ON THE nTH SUCCESSIVE MINIMUM OF O BY BHARGAVA
ET AL.

The following theorem and its proof is a copy of that of Bhargava et al. [8, Theorem
3.1], with the difference that it is applied to the infinity norm and has explicit
constants everywhere. A similar result, but also without explicit constants, can be
found in an article by Peikert and Rosen [62, Lemma 5.4].

Theorem A.3.1 (Bhargava et al. [8]). Let K be any number field of degree n and
let Ok be its ring of integers. Let O C Kr have the structure of a lattice via the
Minkowski embedding (see Section 2), and denote \;°(Ox) for the j-th successive
minimum with respect to the infinity norm in Kg. Then

AX(Ok) < |Ak[H™.

Proof. Let a; € Ok attain the successive minima for the infinity norm A$°(Ox) for
je{l,...,n}, with o = 1. For any element 8 € Ok, we write § = Z;;l[ﬁ]jaj,
i.e., [f]; are the coordinates of 5 with respect to (a1, ..., a,).

For 2 < k,¢ < n — 1 consider the (n — 2) x (n — 2)-matrix C = ([agae]n),
i.e., the matrix consisting of the coordinates of oy, with respect to «,. We
will show at the end of this proof that this is a non-degenerate matrix, implying
that there are no zero rows or columns. In other words, there exists a permutation
m:4{2,...,n—1} = {2,...,n—1} such that [aga )|, #O0forallk € {2,...,n—1}.

So, the product aja, ) € Ok extends {a1,. .., a,_1} to a n-dimensional lattice;
therefore we have ||a|loollr(k)lloc > llararm)llc = AX(OK). Taking products
over all k € {2,...,n — 1} we obtain

n—1 n—1
T el = TT leklisellomqey lloe > (A2 (0x))" .
k=2 k=2
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Multiplying above equation by ||a1]|2, = 1 and |a,]|%, = A®(Ok)?, and using
Minkowski’s second inequality”” [21, Chap. VIIL, Thm. 5] [T,_; AR (A) < Vol(A),
we obtain

Akl =TT llewllZ = (A (0x))"
k=1

It remains to prove that C' = ([agay]y,) is non-degenerate. Suppose it is not, and
there exists dy for £ € {2,...,n — 1} (not all zero) such that

n—1 n—1
{Z d@akag} = Z dg[akag]n =0 for all k € {2, e, — 1}
=2 " =2

Writing 8 = 22;21 dgay, this means that, for all k € {1,...,n — 1}, agp lies in the
span of (aq,...,@,—1). In other words, L = Qay + ... + Qo —1 is Q(B)-invariant,
i.e., a Q(B)-vector (strict) subspace of K. That is, dimgs)(L) < dimgg) (K) — 1.
But then

n—1=dimg(L) = dimgg)(L) - [Q(8) : Q]
< (dimgg)(K) — 1) - [Q(8) : Q] = n — [Q(8) : Q,

yielding [Q(8) : Q] = 1, ie., 8 € Q, which is impossible by the fact that 8 =
Z;:Ql dyay is assumed to be non-zero and has no oy = 1 part.
We conclude that C' is non-degenerate, which finishes the proof. O

A.4. UPPER BOUND ON A DEFINING POLYNOMIAL OF A NUMBER FIELD

The following two lemmas show together that for any number field K there exists a
polynomial f € Z[z] such that K = Q[z]/(f(z)) and so that size(f) < O(log? |Af|-
log?(log|Ak|)). That is, each field has a ‘small’ defining polynomial. The first
lemma is just a variant of the primitive element theorem [50, V.§4, Theorem 4.6],
whereas the second lemma uses this primitive element theorem inductively to bound
such a primitive element.

Lemma A.4.1 (Primitive Element Theorem). Let K = Q(«a, ) be a separable
extension. Then there exist an integer A € {0,1,...,d, - dg} such that K = Q(a +

AB), where do = [Q(a) : Q] and dg = [Q(5) : Q).

Proof. We write v = a + A8 with A € Q. Our aim is to show that the number
of A € Q for which Q(a + A8) # Q(«, 8) is bounded above by d, - dg, hence, for
a certain A € {0,1,...,dq - dg}, it holds that Q(a + A\3) = Q(«, 8) = K; by the
pigeon-hole principle.

Write f, fg for the minimum polynomial of a respectively 8. Write v = a+ AS.
Then we have f,(y—AB) = 0, hence f3 is a zero of the polynomial g = f,(y—Az) €
Q(y)[z]-

50Note that Minkowski’s second inequality as stated in [21, Chap. VIII, Thm. 5] only states
that [Tp_; A2°(A)-Vol(B) < 2™-Vol(A), where B = {z € Kg|||z]lco < 1} (B is a ball of dimension
n, living in a real vector space of dimension 2n since our lattice is not full rank). To compute the
volume of B, observe that B consists in ng orthogonal copies of Bg = {z € C|z € R,|z| < 1}
and nc orthogonal copies of Bc = {(#,Z) € C?||z| < 1}. One can check that Vol(Bg) = 2 and
Vol(B¢) = 2, leading to Vol(B) = 2" " . g7, Minkowski’s second theorem then implies that
[Ti—1 A2 (A) < Vol(A) as desired.
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So, the minimum polynomial 1} of 3 over Q(y) divides g € Q(v)[x], but also
/s € Q[x]. So,

h | ged(g, fp)-

Suppose 5 ¢ Q(v), then the minimum polynomial hg has degree d > 2, and divides
both g and fg. By separability, the polynomial hg has d distinct roots (in the
algebraic closure of Q(7)), so in particular, there exists 83 # [ such that hg (B2) = 0.
This B2 then satisfies fg(B2) = g(B2) = 0. Putting aps = v — AB2 and using the
definition of g, one can see that as is a root of f,.

Finally, combining the equations o = v — A and ay = v — AB2 and using the
fact that 8 # 2, we obtain that A\ = %;_"‘;, where (3 is a root of fg and asp is a
root of f,. There are at most deg(fo) - deg(f3) = dads possible A with this shape.
Hence, Q(v) = Q(a + A8) = Q(«, ) for all but d, - dg values A € Q. This was

what was remained to be proven. O

Lemma A.4.2. Let K be a number field of degree n. Then there exists a monic
integral irreducible polynomial g = Y., g;x* € Z[x] such that K ~ Q[z]/g(z) with

maxlog |g;| = O(log |Ar| - loglog |Ak|)

and hence

size(g) = Zlog lgi| = O(log® |Ak| - loglog |AK|).

Proof. Let Ok be the ring of integers of K. By definition of the last minimum of a
lattice, we know that there exist n linearly independent elements f1,..., 3, € Ok
satisfying ||5;]lcc < AEOO)(OK) < |AK|1/”, where we used Theorem A.3.1 for the
last inequality.

Since (1, ..., B, span a n-dimensional space, then K = Q(f1, ..., 8,). Applying
the primitive element theorem (in the shape of Lemma A.4.1) inductively, we can
then deduce that there exists

B= Z N B;
i—1

with n; € {0,1,...,n%} for all i, and such that K = Q(3). Indeed, assume by

induction that K; := Q(f1,...,8;) = Q(v;) for some v; = >-7_, n;f; as above.

Then by Lemma A41, it holds that Kj+1 = Q(’}/j, 53'4_1) = Q(’y] + nj+1ﬂj+1) for

some 141 < n? (since all the intermediate fields appearing have degree at most n).
Therefore,

1Blloe < n*|Ag ™.

By definition of ||3||~, this implies that for all embeddings ¢; : K — C, it holds
that | (8)] < n®[A |/,

Let g = >, giz" be the minimal polynomial of 3. Since 8 € Ok (because the
Bi’s are in Ok and the n;’s are in Z), then g has integer coefficients. Moreover, we
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have

|gj| = ‘ Z HO’1 ’ < ( )( 3‘AK|1/W‘)”
JC{l ,n}ZEJ
|7]=

<Z() (R [ A MM)" T = (14 0P| Age] /)"

1 n
_ ,3n - i
=n""|Ak] <1+n3|AK|1/”> <e-n"|Agl,

since 73| Ag|V/™ > n.
Hence, max; log |g;| = O(nlog(n)+log|Ak|). Using the fact that n = O(log |Ak|)
concludes the proof. O
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